Then satisfying enables the Vegdahl algorithm, of proof that {\textit{BE}} is NP-complete. The proof relies on the use of an MIR encoding scheme closely related to \textit{indirect encoded control or bit steering}, in which multiple MIR fields enable MO's. The bit steering technique is used in the RCA Spectra 70, Honeywell H1700, and IBM 360 computers [2].

It should be noted that in the machine built by the construction algorithm, the execution of each MO was determined by the values of up to three single-bit MIR fields. The general problem of satisfiability is solvable in polynomial time when the number of variables in each clause is at most 2 [7]. Thus, it is easy to see that for \textit{direct encoded control}, where MO's are enabled by a single field, or bit steering in which each MO is enabled by at most two fields, the problem can be solved efficiently. This provides some direction for the design of control word structures, a problem addressed, for example, in [6].

**VI. SUMMARY**

We have shown that the problem of deciding whether an arbitrary set of MO's can be encoded in a single MIR is NP-complete. The proof relies on the use of an MIR encoding scheme closely related to \textit{indirect encoded control or bit steering}, in which multiple MIR fields enable MO's. The bit steering technique is used in the RCA Spectra 70, Honeywell H1700, and IBM 360 computers [2].

It should be noted that in the machine built by the construction algorithm, the execution of each MO was determined by the values of up to three single-bit MIR fields. The general problem of satisfiability is solvable in polynomial time when the number of variables in each clause is at most 2 [7]. Thus, it is easy to see that for \textit{direct encoded control}, where MO's are enabled by a single field, or bit steering in which each MO is enabled by at most two fields, the problem can be solved efficiently. This provides some direction for the design of control word structures, a problem addressed, for example, in [6].
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**Routing Algorithms for Cellular Interconnection Arrays**

A. YAVUZ ORUC AND DEEPAK PRAKASH

**Abstract** — The paper describes an algebraic model which provides a means for realizing an arbitrary permutation through various cellular-array-type networks. The model views a cellular array as an ordered set of transposition maps where each transposition corresponds to a permutation cell of the array. A permutation realizable by such an array is then expressed as a composition of the transpositions where the rules for the composition are determined by the topology of the array.

**Index Terms** — Cellular interconnection arrays, cycle, interconnection networks, monotone increasing factorization, permutation, transposition.

**I. INTRODUCTION**

This paper focuses on a class of interconnection networks referred to as cellular interconnection arrays [1], [2]. Typically, a cellular interconnection array is a geometric pattern of interconnected switching cells with identical switching capabilities. Kautz et al. utilized the elementary permutation cell shown in Fig. 1 to build a number of different cellular arrays [1]. These include triangular, diamond, rectangular, pruned rectangular, rhomboidal, square, and almost square arrays. It is known that these interconnection arrays are all rearrangeable, that is, each one can realize an arbitrary permutation of its inputs onto its outputs. Almost all cellular interconnection arrays of \( n \) inputs have \( O(n^2) \) cost complexity, which compares favorably to \( O(n \log n) \) of multistage networks such as Baseline [3], Omega [4], and Indirect Binary Cube networks [5]. Nevertheless, the regularity of the structure of cellular interconnection arrays allows for a modular interconnection network synthesis and makes them attractive for VLSI implementation. In addition, cellular arrays are all one-pass networks, while the best known bound for baseline-type networks is two passes [6].
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An important task associated with cellular interconnection arrays is developing routing algorithms to realize arbitrary permutations by such arrays. This problem was addressed by Kautz et al. [1]. However, no formal algorithm has been provided. Here we present algorithms based on an algebraic representation of such arrays. A possible approach is to make use of the topological equivalence which exists between cellular permutation arrays and primitive sorting networks [7]. However, a sorting network requires more complex cells; each cell behaves as a comparator and an exchange switch. Moreover, a sorting network has a fixed interconnection structure which allows permuting only via data tagging. The algorithms provided here do not require these conditions.

The paper is organized as follows. In Section II, basic notation and algebraic preliminaries are presented. In Section III, we provide an algebraic modeling for triangular arrays, and using this model, we develop an algorithm to realize arbitrary permutations by such arrays. In Section IV, we consider diamond arrays and provide a routing algorithm for such arrays. In Section V, we discuss the modeling of other cellular arrays and the ways of setting them up to realize arbitrary permutations.

II. ALGEBRAIC PRELIMINARIES

In the following sections, we shall present a correspondence between a set of permutations and a cellular interconnection array. This section describes the notation and other algebraic facts to establish this correspondence.

Let \( S \) be a set of \( r \) symbols. A permutation \( p \) on a set \( S \) is a one-to-one mapping of \( S \) onto itself. We shall write \( (x)p = y \) to mean that the permutation \( p \) moves \( x \) to \( y \) where \( x, y \in S \). For convenience, the elements of \( S \) are identified as integers \( 1, 2, \ldots, r \).

The permutation \( e \) defined by \( (x)e = x \) for all \( x \in S \) is called the identity permutation.

A common notation, called the cycle notation, will be used to represent permutations. A finite cycle \( c = (x_1, x_2, \ldots, x_k) \) where \( x_i \in S, i = 1, 2, \ldots, k \) on \( S \) is a permutation such that \( (x_i)c = x_{i+1} \) (indices are taken modulo \( k \)). A cycle of \( k \) symbols is called a \( k \)-cycle, and in particular, a cycle of two symbols is called a transposition. Two cycles are said to be disjoint if they do not have any elements in common. It is known that every permutation can be expressed as a product of disjoint cycles, and this product is unique up to the order of its factors.

The composition of two permutations \( p, q \) on a set \( S \), denoted \( pq \), is also a permutation on \( S \) defined by \( (x)(pq) = ((x)p)q \) for each \( x \in S \). The following facts for composing cycles follow directly from the definition of a composition map.

**Rule 1:** \( (x_1, x_2, \ldots, x_i, \ldots, x_k) = (x_1, x_3, \ldots, x_{i-1}, x_2, x_i, \ldots, x_k) \) (mod \( k \)).

**Rule 2:** \( (x_1, x_2, \ldots, x_i, x_{i+1}, \ldots, x_j, \ldots, x_k) = (x_1, x_2, \ldots, x_{i-1}, x_1, x_i, \ldots, x_{j-1})(x_{i+1}, \ldots, x_j, \ldots, x_k) \) where \( j > i + 1 \).

In what follows, we shall use these rules to realize arbitrary permutations by cellular arrays.

III. TRIANGULAR ARRAYS

A cellular triangular permutation array of size \( n \) (shown in Fig. 2 for \( n = 8 \)) is a triangular array of \( n(n - 1)/2 \) interconnected permutation cells. A typical cell depicted in Fig. 1 is capable of mapping its inputs \( x, y \) onto its outputs \( x, y \), and this is true of either of the two permutations indicated by the figure. It can be easily verified that a triangular array such as the one shown in Fig. 3 realizes the transposition with which a permutation cell is associated if all the cells but that cell are set to the identity permutation. Thus, the triangular array of Fig. 3 realizes the transposition \((1 \, 3)\).

![Fig. 1. The permutation cell.](image)

![Fig. 2. Triangular array, \( n = 8 \).](image)

![Fig. 3. A triangular array realizing (13).](image)
(1 4 5 7 2) = (1 4 5 2) (2 7) \text{ Rule 1}
= (1 4 2) (2 5) (2 7) \text{ Rule 1}
= (1 2) (2 4) (2 5) (2 7) \text{ Rule 1}.

It is easily seen that (1 2) (2 4) (2 5) (2 7) is a monotone increasing sequence \(((1 2) \leq (2 4) \leq (2 5) \leq (2 7))\), and thus is realizable by the array of Fig. 2. The steps carried out in this example can be generalized into the following algorithm.

Algorithm 1: Let \( S = \{x_1, x_2, \ldots, x_n\} \) and \( c = (x_1 x_2 \cdots x_k) \).
1) \( p_1 := c, p_2 := e \).
2) Let \( x_m = \max (S) \); that is, \( x_m \) is the largest element in \( S \).
3) Rewrite \( p_1 \) as \( p_1 = (x_{m+1} x_{m+2} \cdots x_k x_1 \cdots x_{m-1}) \).
4) Using Rule 1), let

\[
p_1 = (x_{m+1} \cdots x_k x_1 \cdots x_{m-1}) (x_{m+1} x_m)\]

\[
p_1 := (x_{m+1} \cdots x_k x_1 \cdots x_{m-1}); p_2 := (x_{m+1} x_m) \cdot p_2.
\]

5) \( S = S - \{x_m\} \).
6) If \(|S| > 2\), go to step 2).
7) \( c := p_2 \).

It is seen that the algorithm is based on the factorization of a cycle of \( i \) symbols into a cycle of \( i - 1 \) symbols, and a transposition starting with \( i = k \) and proceeding with \( i = k - 1 \), \( i = k - 2 \), \ldots, \( i = 3 \) with the provison that the factored transposition is defined over the largest symbol in the cycle and the one which is to the right of the largest symbol. This condition guarantees that the following two events occur simultaneously:

1) The algorithm always chooses the greatest transposition among all available ones.
2) The other cycle in the factorization no longer contains the largest symbol.

It then follows that the final factorization will be a monotone increasing product of transpositions. We conclude that given an arbitrary cycle, the algorithm always leads to a monotone increasing factorization of the cycle.

The algorithm described above can be used to realize an arbitrary permutation of \( n \) symbols by a triangular array of size \( n \). Recall that any permutation is a product of disjoint cycles, and the product is unique up to the order of its factors. Thus, if \( p = c_1 c_2 \cdots c_l \) where \( c_i \) are pairwise disjoint cycles, we use the algorithm for each cycle to obtain a monotone increasing factorization. Since the cycles do not have any element in common, the substitution of the factorizations into the product \( c_1 c_2 \cdots c_l \) also yields a monotone increasing product. As an example, let \( S = \{1, 2, \cdots, 10\} \) and \( p = c_1 c_2 \cdots c_7 \) where

\[
c_1 = (7 4 6), c_2 = (3 1 8 10), c_3 = (5 2 9).
\]

Using the algorithm,

\[
c_1 = (4 6) (4 7), c_2 = (1 3) (3 8) (3 10), c_3 = (2 5) (5 9).
\]

Thus,

\[
p = (4 6) (4 7) (1 3) (3 8) (3 10) (2 5) (5 9)
\]

which is clearly a monotone increasing sequence of transpositions.

It is interesting to estimate the order of complexity of Algorithm 1. Let \( p = c_1 c_2 \cdots c_k \) where \( c_i \) is a cycle of \( n_i \) symbols for \( i = 1, 2 \cdots k \). It can be seen that the complexity of factorizing cycle \( c_i \) is the same as the complexity of sorting a list of \( n_i \) elements, which at best is \( n_i \log_2 n_i \). Thus, factorizing \( p \) into a monotone increasing sequence of transpositions requires a complexity of

\[
\sum_{i=1}^{k} n_i \log_2 n_i \leq n \log_2 n.
\]

IV. DIAMOND ARRAYS

Another type of cellular permutation array is a diamond array which is also capable of realizing all possible permutations of its inputs onto its outputs [1]. A diamond array of size eight is depicted in Fig. 4. The labels inside the cells are the transpositions with which they are associated, and the labels underneath each cell are the pairs of indexes where the first index in each pair designates the diagonal to which the cell belongs and the other index refers to the position of the cell in the diagonal. Observe that all possible transpositions of eight symbols are present on the array. However, unlike the case of a triangular array, it is not possible to order the transpositions of a diamond array with respect to its input symbols. Instead, we shall adopt an ordering which is based on the topology of the array.

Definition 3: The transposition \((x y)\) associated with the switching cell with index pair \((i, j)\) is said to precede the transposition \((w z)\) associated with the switching cell with index pair \((k, l)\), and is denoted as \((x y) \leq (w z)\) if \(x < w\) or \(y < z\).

The definition provides the criterion for factorizing a permutation into a monotonic increasing product of transpositions. As an example, consider the realization of an arbitrary cycle \( c \) by a diamond permutation array. Let \( c = (1 5 7 2 4 8 3 6) \). It can be factorized as follows:

\[
c = (1 5 7 2 4 8 3 6)
= (6 1 5) (7 2 4 8 3) (6 7)
= (6 1 5) (3 7) (2 4 8) (2 3) (6 7)
= (6 1 5) (3 7) (2 8) (4 8) (2 3) (6 7)
= (5 6) (1 5) (3 7) (2 8) (4 8) (2 3) (6 7)
\]

By inspection, the above factorization is monotone increasing, and hence \( c \) is realizable by the diamond array shown in Fig. 4. The above example can be generalized into the following algorithm.

Algorithm 2: \( c = (x_1 x_2 \cdots x_n), r := (e \text{(identity permutation)}), \) stack = empty.
1) If \( c \) is a transposition \( r = c \cdot r \) and go to step 6).
2) Let \( S \) be the set of all possible transpositions using the symbols that appear in the cycle \( c \).
3) Let \( t = (x_i x_j) \) where \( i < j \) be the greatest transposition in the set \( S \).
4) If \((i + 1 = j)\), then \( c = pt \) (by Rule 1)
   so let \( r := t \cdot r \) and \( c := p \).
   else \( c = apt \) (by Rule 2).
   so let \( r := t \cdot r \) and \( c := p \).
   push \( q \) onto stack
5) go to step 1).
6) If (stack is empty), then stop
   else \( c := \text{pop(stack)} \) and go to step 1).

Algorithm 2 is based on the factorization of a cycle \( c \) into either another cycle \( p \) followed by a transposition \( t \) or into two cycles \( p \) and \( q \) followed by \( t \), with the provision that \( t \) is the greatest among all possible transpositions of the symbols of \( c \). Then \( c \) is replaced by \( p \) and \( q \) is pushed into the stack if \( c = apt \). The algorithm halts after all the cycles pushed into the stack have been factorized into transpositions. Suppose that, after some number of iterations, \( c = q_1 q_2 \cdots q_k q_1 q_2 \cdots q_k t_1 t_2 \cdots t_u \) is a monotone increasing sequence of transpositions. The fact that \( t_i \) is greater than any transposition of the symbols of \( p \) or symbols of \( q \) follows directly from step 3) of the algorithm. On the other hand, it is also true that \( t_i \) is greater than any transposition of the symbols of \( q_i \) for \( 1 \leq i \leq u \) since \( t_i \) and \( q_i \) are disjoint for all \( 1 \leq i \leq u \). Clearly, this argument inductively leads to the assertion that Algorithm 2 always yields a monotone increasing sequence of transpositions and halts after that.
V. RECTANGULAR AND RHOMBOIDAL ARRAYS

The algorithms developed for triangular and diamond arrays can be used for rectangular and rhomboidal arrays. As Kautz et al. pointed out, a rectangular array of size $n$ is directly obtained from a triangular array of size $n$. As an example, consider the rectangular array of size eight shown in Fig. 5. It can be formed by first reflecting the triangle of cells below the dotted line in Fig. 2 about its hypotenuse, then placing this triangular subarray to the left of the remainder of the array, and inserting a diagonal of cells set to the identity permutation between them. It is seen from Figs. 2 and 5 that this transformation does not alter the ordering convention among the transpositions of the triangular array given in Definition 1. Thus, Algorithm 1 directly applies to rectangular arrays.

Kautz et al. also demonstrated that after transformation, a diamond array can be restructured as a rhomboidal array (Fig. 6). Although not detailed here, it can be shown that this transformation preserves the ordering in the sense of Definition 3 among the transpositions of the diamond array. Thus, Algorithm 2 can be used directly to realize arbitrary permutation on rhomboidal arrays.

VI. CONCLUSIONS

The paper has introduced an algebraic representation for cellular permutation arrays. This representation has been shown to be a valuable tool for developing algorithms to realize arbitrary permutations by such interconnection arrays.
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