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Abstract

How to efficiently and fairly allocate data rate among different users is a key problem in the field of multi-user multimedia communication. However, most of the existing optimization-based methods, such as minimizing the weighted sum of the distortions or maximizing the weighted sum of the PSNRs, have their weights heuristically determined. Moreover, those approaches mainly focus on the efficiency issue while there is no notion of fairness. In this paper, we address this problem by proposing a game-theoretic framework, in which the utility/payoff function of each user/player is jointly determined by the characteristics of the transmitted video sequence and the allocated bit-rate. We show that a unique Nash equilibrium (NE), which is proportionally fair in terms of both utility and PSNR, can be obtained, according to which the controller can efficiently and fairly allocate the available network bandwidth to users. Moreover, we propose a distributed cheat-proof rate allocation scheme for users to converge to the optimal NE using alternative ascending clock auction. We further show that the traditional optimization-based approach that maximizes the weighted sum of the PSNRs is a special case of the game-theoretic framework with the utility function defined as an exponential function of PSNR. Finally, we demonstrate the efficiency and effectiveness of the proposed method via several experimental results.
I. INTRODUCTION

Nowadays, due to the explosive growth of the Internet and the advance of compression technologies, delay-sensitive multimedia networking applications such as multimedia streaming and multi-camera surveillance become more and more popular. Therefore, a fundamental problem in these applications, how to fairly and efficiently allocate the rate among many users who share the same network bandwidth, becomes more and more important and draws great attention recently.

Rate allocation for a single user has been well investigated in the literature [1] [2] [3]. In single-user rate allocation, the task of the rate controller is to assign the available rate to each frame and each macroblock (MB) to achieve the maximal visual quality. This is also known as rate control. The simplest rate control method is the constant bit-rate allocation (CBR), which equally allocates the bit-rate to each frame. However, CBR often results in quality fluctuation, due to which the overall visual quality is significantly degraded. To overcome this problem, variable bit-rate allocation (VBR) is proposed for constant quality reconstruction by assigning rate according to the complexity of each frame [4]. A core technique in VBR-based rate control methods is rate distortion modelling [5], which highly affects the rate control performance. Many works have been done on rate distortion modelling, including parametric method [6] and non-parametric method [7].

If a channel is shared by multiple users, besides considering the rate allocation within the same user (i.e., frame-level rate allocation and MB-level rate allocation), the rate controller needs to consider the rate allocation among different users. This becomes the multi-user rate allocation problem. Similar to frame-level rate allocation, the simplest multi-user rate allocation is the constant bit-rate allocation (CBR), where the available network bandwidth is equally assigned to each user. A major problem of CBR is that it does not consider the variable bit-rate characteristics of the video sequences. One way to overcome this disadvantage is to optimize a global objective function that involves the characteristics of all the video sequences using conventional optimization methods such as Lagrangian or dynamic programming [8].
For example, a commonly adopted method is for the rate controller to minimize the weighted sum of the distortions or try to maximize the weighted sum of the PSNRs, i.e., the optimization problem becomes:

\[
\min_{R_i} \sum_{i=1}^{N} w_i D_i(R_i), \quad s.t. \sum_{i=1}^{N} R_i \leq R, \tag{1}
\]

or

\[
\max_{R_i} \sum_{i=1}^{N} w_i \text{PSNR}_i(R_i), \quad s.t. \sum_{i=1}^{N} R_i \leq R, \tag{2}
\]

where \( R \) is the available network bandwidth, \( w_i \) is the weight, \( D_i \) is the distortion, and \( \text{PSNR}_i \) is the PSNR of the \( i^{th} \) user.

Notice that the solution to the above optimization-based methods is highly related to the selection of the weights \( w_i \). However, in the literature, the weights \( w_i \)'s are usually heuristically determined, e.g., \( w_i \) is uniformly set to be \( 1/N \) [9]. Moreover, such a formulation can only address the efficiency issue, e.g., how to maximize the weighted sum of the PSNRs or minimize the weighted sum of the distortions. As such, the fairness issue, which is an important problem for multi-user rate allocation, has been generally ignored in the image/video/multimedia community.

However, in the networking literature, the fairness issue in multi-user rate allocation have been considered in a different setting. In [10], the authors formulated the optimal channel-assignment problem as a convex optimization problem using a max-min fairness criterion for the downlink application. As pointed out in [11], the max-min approach deals with the worst-case scenario, so it favors users with worse channels and reduces the system efficiency. To overcome the disadvantage, the authors in [11] considered a generalized proportional fairness based on the Nash bargaining solutions and coalitions. While this proportional fairness criterion was successfully employed in networking applications, it cannot be directly used in content-aware multimedia applications since it does not explicitly consider the characteristics of the video content and the resulting impact on video quality. In [12], the authors applied the Nash bargaining solutions to the multimedia multi-user rate allocation problem, where the utility function for
each user is defined as the inverse of the distortion. But there are two main drawbacks of that utility function. Firstly, since no cost in video transmission is considered, every user can overclaim his/her need to get more bandwidth regardless the consequence to the system, which is recognized as selfish behavior. Due to the selfish nature, without a cost, all users will become too greedy and want to get as much bit-rate as possible, which is not good to the system [13]. Secondly, since the gain is defined as the inverse of the distortion, i.e., an exponential function of the PSNR, a certain increase of the bit-rate in the low PSNR region will lead to a less significant gain than that in the high PSNR region. This contradicts with the human visual system (HVS) model since the quality difference in the low PSNR region is easier to be distinguished than that in the high PSNR region (see Section II-C. for details). Moreover, with the utility function defined in [12], the generalized Nash bargaining solution is shown to be the same as the traditional optimization-based approach in (2), i.e., to maximize the weighted sum of the PSNRs, while the weights are determined by the bargaining powers, which are still heuristically determined.

In this paper, we propose a multi-user rate allocation game framework to efficiently and fairly allocate the available network bandwidth to different multimedia users. The utility/payoff function of each user/player is defined according to the characteristics of the transmitted video sequences and the allocated bit-rate. Specifically, motivated by the intuition that the quality difference in the low PSNR region is easier to be distinguished than that in the high PSNR region, we define the gain as a logarithm function of the PSNR. We also introduce a cost term in the utility function, which is linear in the allocated rate, to guide users’ behaviors. In this way, the users will be more rational in choosing bit-rate since transmitting data with a higher bit-rate in this case does not necessarily result in a higher payoff, especially when the transmitted video sequence is a fast motion and complex scene sequence. Then, we discuss the Nash equilibrium (NE) of this rate allocation game. We show that with a unique NE, which is proportionally fair in terms of both utility and PSNR, can be obtained, based on which the rate controller can efficiently and fairly allocate the available rate. Moveover, we propose a decentralized cheat-proof rate allocation
scheme for the users to converge to the unique NE using alternative ascending clock auction [14]. We also show that the traditional optimization-based method in (2) is a special case of the game-theoretic framework if the utility function is defined as an exponential function of PSNR. This fact indicates that the game-theoretic approach offers a more general and unified solution, especially in a multi-user setting. Finally, we illustrate several experimental results on real video data to demonstrate the efficiency and effectiveness of the proposed game-theoretic multi-user multimedia rate allocation method.

The rest of this paper is organized as follows. In Section II, we give a detailed description on the proposed method, including the system model, how to define the utility function, and the problem formulation. In Section III, we provide a detailed analysis of the proposed game-theoretic framework. In Section IV, we show the relationship between the proposed game-theoretic method and the traditional optimization-based approach. In Section V, we describe in details the proposed distributed cheat-proof rate allocation scheme using alternative ascending clock auction. Finally, we illustrate the experimental results on real video signals in Section VI and draw conclusions in Section VII.

II. THE GAME-THEORETIC FRAMEWORK

A. System Model

As shown in Figure 1, in our system, we assume that there is a controller, $N$ transmitters, $u_1, u_2, ..., u_N$, and $N$ receivers, $r_1, r_2, ..., r_N$. User $u_i$ transmits the video sequence $v_i$ to the corresponding receiver $r_i$ through a channel/link that is shared by other users $u_1, ..., u_{i-1}, u_{i+1}, ..., u_N$. Since the channel has a limited bandwidth, it may not be able to satisfy the bandwidth requirements for all users. The role of the controller is to allocate the channel bandwidth to users $u_1, u_2, ..., u_N$. So, the question is how the controller allocates the bandwidth to the users in an efficient and fair way? We will formally define the notion of fairness later.
B. Video Distortion-Rate Model

Before answering the question raised in the above subsection, let us first discuss the Distortion-Rate (DR) model for the video sequences. In video compression, due to the quantization process, there exists a tradeoff between the distortion \( D \), which is usually defined as the mean squared error (MSE), and bit-rate \( R \), which determines the channel bandwidth or storage space required to transmit or store the coded data. Generally, high bit-rate leads to small distortion while low bit-rate causes large distortion. In the literature, several models have been proposed to characterize this distortion rate tradeoff for different video coders, such as MPEG2 [15] [3], MPEG4 [1] [2], FGS [16], H.263 [17], H.264 [18] [19], and wavelet-based coders [20]. Without loss of generality, in this paper, we use a simple two-parameter distortion-rate model, which is widely employed in a medium or high bit-rate situation, and other models can be similarly analyzed. The two-parameter distortion-rate model is described as follows:

\[
D(R) = \alpha e^{-\beta R},
\]

where \( \alpha \) and \( \beta \) are two positive parameters determined by the characteristics of the video content.
C. User’s Utility Function

As shown in Figure 1, user \( u_i \) can get gain by successfully transmitting the video \( v_i \) to receiver \( r_i \), and the gain is determined by the quality of the transmitted video. On the other hand, user \( u_i \) needs to pay for the used bandwidth to transmit \( v_i \), and the payment is determined by the bit-rate of \( v_i \). Therefore, given the profile of \( u_i \), the bit-rate \( R_i \) and distortion \( D_i \), the utility function of user \( u_i \) can be defined as:

\[
U_i(R_i, D_i) = f(D_i) - ag(R_i).
\] (4)

where \( f(D_i) \) is the gain, \( g(R_i) \) is the cost, and \( a \) is a parameter controlling the balance between the gain and cost.

Generally, since the gain of \( u_i \) will be larger if the distortion \( D_i \) is smaller, the function \( f(\cdot) \) should be a monotonically decreasing function. Similarly, since the cost of \( u_i \) will be larger if the bit-rate \( R_i \) is larger, the function \( g(\cdot) \) should be a monotonically increasing function. Without loss of generality, we assume that the cost per bit-rate unit is one, which means:

\[
g(R_i) = R_i.
\] (5)

The gain \( f(D_i) \) is generally determined by how much receiver \( r_i \) is satisfied with the received video. In video processing and coding community, the PSNR is a more common objective quality measure than MSE. For any MSE, i.e., the distortion \( D \), the corresponding PSNR is given by:

\[
PSNR = 10 \log_{10} \frac{255^2}{D}.
\] (6)

Moreover, according to the human visual system (HVS) model, the quality difference in the low PSNR region is easier to be distinguished than that in the high PSNR region, e.g., as shown in Figure 2, the 33dB and 34dB images are easier to be distinguished than the 40dB and 41dB images. Therefore, we define the \( f(\cdot) \) function as:

\[
f(D_i) = \ln(PSNR_i) = \ln[10 \log_{10} \frac{255^2}{D_i}].
\] (7)
Note that the reason of using $\ln(.)$ function is that $\ln(.)$ is a monotonically increasing function in its argument and its second order derivative is negative, due to which a certain increase in the low PSNR region will lead to a more significant gain than that in the high PSNR region. Other functions that have similar properties can also be used. Moreover, if we do not consider the distinct characteristics of video
signals, any monotonically decreasing function of the distortion $D$ can be used, e.g.,

$$f(D) = \frac{255^2}{D} = e^{\eta \text{PSNR}},$$

or

$$f(D) = 10 \log_{10} \frac{255^2}{D} = \text{PSNR}.$$  

Combining (3)-(7) and ignoring the constant term, the utility function of user $u_i$ becomes:

$$U_i(R_i) = \ln(\gamma_i + \beta_i R_i) - a R_i.$$  

(10)

where $\gamma_i = 2 \ln 255 - \ln \alpha_i$.

D. Multi-User Rate Allocation Game

To answer the question raised in Section II-A, we formulate this problem as a multi-user rate allocation game. As shown in Figure 1, in this game, there are $N$ users/players, who share the available network bandwidth with each other. Each user $u_i$ has his/her own utility function as shown in (10), and it also has a minimum desired quality constraint (minimal rate constraint $R_i^{\text{min}}$) and a maximum satisfied quality constraint (maximum rate constraint $R_i^{\text{max}}$). Since $R_i^{\text{min}}$ is the minimal rate constraint that each user expects by jointing in the game, we assume that the available network rate at least guarantees each user for the minimal desired rate in the game. Obviously, if the available network bandwidth is able to satisfy all the users with the maximum quality constraint $R_i^{\text{max}}$, the rate allocation problem is trivial since the controller just needs to allocate $R_i^{\text{max}}$ to each user $u_i$. However, in the case that the available network bandwidth is not able to satisfy all the user with $R_i^{\text{max}}$, the problem becomes more interesting: how does the controller fairly and efficiently allocate the available bandwidth to the users? From the users’ point of view, they try to maximize their utilities subject to the constraint that the sum of the users’ bit-rate
does not exceed the available bandwidth. Therefore, the game can be formulated as:

\[
\max_{R_i} \quad U_i(R_i) = \ln(\gamma_i + \beta_i R_i) - a R_i, \\
\text{s.t.} \quad R_{i}^{\min} \leq R_i \leq R_{i}^{\max}, \quad \forall i = 1, 2, ..., N, \\
\sum_{i=1}^{N} R_i \leq R, \quad (11)
\]

where \( R \) is the available network bandwidth.

III. ANALYSIS OF THE MULTI-USER RATE ALLOCATION GAME

According to (10), we can see that the utility function \( U_i(R_i) \) is a concave function in terms of \( R_i \).

By taking the derivative of \( U_i(R_i) \) over \( R_i \), we have:

\[
\frac{\partial U_i(R_i)}{\partial R_i} = \frac{\beta_i}{\gamma_i + \beta_i R_i} - a, \quad \forall i = 1, 2, ..., N. \quad (12)
\]

Therefore, user \( u_i \) achieves his/her maximal utility \( U_i^*(R_i^*) \) at \( R_i^* \), where \( R_i^* \) is defined as:

\[
R_i^* = \max[R_i^{\min}, \min(\frac{1}{a} - \frac{\gamma_i}{\beta_i}, R_i^{\max})], \quad \forall i = 1, 2, ..., N. \quad (13)
\]

From (13), we can see that the optimal \( R_i^* \) corresponding to the maximal utility is determined by the parameter \( a \). Therefore, for different choices of \( a \), the game in (11) has different equilibria with different physical meanings. Specifically, in the following, we discuss the Nash equilibrium (NE) in three different cases: \( a > a_0, \ 0 \leq a < a_0, \) and \( a = a_0 \), where \( a_0 \) is the constant that satisfies the following equation:

\[
\sum_{i=1}^{N} \left( \max[R_i^{\min}, \min(\frac{1}{a_0} - \frac{\gamma_i}{\beta_i}, R_i^{\max})] \right) = R. \quad (14)
\]

A. Non-Efficient Rate Allocation (\( a > a_0 \))

If \( a > a_0 \), the game in (11) has a unique Nash Equilibrium \( (R_1^*, R_2^*, ..., R_N^*) \). Since \( a > a_0 \), from (14), we have \( \sum_{i=1}^{N} R_i^* < R \), which means that the available network bandwidth is not fully utilized. Therefore, this allocation scheme is not efficient.
B. Efficient Rate Allocation (0 ≤ a < a₀)

If 0 ≤ a < a₀, the game in (11) has infinitely many NE. For every NE (\( \bar{R}_1, \bar{R}_2, ..., \bar{R}_N \)), according to Lemma 1, we have \( \sum_{i=1}^{N} \bar{R}_i = R \), which means that the available network bandwidth is fully utilized. Therefore, this allocation scheme is efficient.

**Lemma 1:** When 0 ≤ a < a₀, every NE (\( \tilde{R}_1, \tilde{R}_2, ..., \tilde{R}_N \)) satisfies \( \sum_{i=1}^{N} \tilde{R}_i = R \).

**Proof:** Since \( \sum_{i=1}^{N} \hat{R}_i \leq R \), let us assume that there is a NE (\( \hat{R}_1, \hat{R}_2, ..., \hat{R}_N \)) such that \( \sum_{i=1}^{N} \hat{R}_i = R - \Delta < R \). Since 0 ≤ a < a₀, we have \( \sum_{i=1}^{N} R^*_i > R \), which means there exists at least one \( \hat{R}_j \) such that \( \hat{R}_j < R^*_j \). Let \( \hat{R}_j = \min(\tilde{R}_j + \Delta, R^*_j) \), then \( \sum_{i=1}^{j-1} \hat{R}_i + \hat{R}_j + \sum_{i=j+1}^{N} \hat{R}_i \leq R \) and \( U_j(\hat{R}_j) > U_j(\tilde{R}_j) \) (due to the concavity of the utility function). This contradicts with the assumption that (\( \hat{R}_1, \hat{R}_2, ..., \hat{R}_N \)) is a NE. Therefore, \( \sum_{i=1}^{N} \tilde{R}_i = R \). This completes the proof.

C. Efficient and Proportionally Fair in Both Utility and PSNR (a = a₀)

If a = a₀, the game in (11) has a unique Nash Equilibrium (\( R^*_1, R^*_2, ..., R^*_N \)). According to (14), we have \( \sum_{i=1}^{N} R^*_i = R \), which means that the available network bandwidth is fully utilized. Therefore, this allocation scheme is efficient.

Moreover, we will show in the following definition [21] and theorem that when a = a₀, (\( R^*_1, R^*_2, ..., R^*_N \)) is a proportionally fair NE in terms of both utility and PSNR.

**Definition 1:** A utility distribution is said to be proportionally fair when any change in the distribution of utilities results in the sum of the proportional changes being non-positive, i.e.,

\[
\sum_i \frac{U_i - \bar{U}_i}{\bar{U}_i} \leq 0, \quad \forall U_i \in S.
\]  

(15)

where \( \bar{U}_i \) and \( U_i \) are the proportionally fair utility and any other feasible utility for the \( i^{th} \) user, respectively, and \( S \) is a closed and convex subset of \( \mathbb{R}^N \) to represent the set of feasible utility functions that the users can achieve.
Remark: The definition of proportional fairness comes from the fact that, if $(\tilde{U}_1, \tilde{U}_2, ..., \tilde{U}_N)$ satisfies (15), any deviation from $(\tilde{U}_1, \tilde{U}_2, ..., \tilde{U}_N)$ will lead to a non-increasing sum of the proportional changes. Moreover, from [21] and [11], we can see that $(\tilde{U}_1, \tilde{U}_2, ..., \tilde{U}_N)$ is a proportionally fair utility if and only if $\prod_{i=1}^{N} \tilde{U}_i \geq \prod_{i=1}^{N} U_i$ for any feasible $(U_1, U_2, ..., U_N)$.

Theorem 1: When $a = a_0$, $(R^*_1, R^*_2, ..., R^*_N)$ is a proportionally fair NE in terms of both utility and PSNR.

Proof: According to the above remark, $(R^*_1, R^*_2, ..., R^*_N)$ is a proportionally fair NE in terms of both utility and PSNR if and only if it is the solution to the following two optimization problems:

\[
\max_{R_i} \prod_{i=1}^{N} U_i = \prod_{i=1}^{N} [\ln(\gamma_i R_i + \beta_i) - aR_i] \\
\text{s.t.} \quad R_i^{\min} \leq R_i \leq R_i^{\max}, \quad \forall i = 1, 2, ..., N, \\
\sum_{i=1}^{N} R_i \leq R \tag{16}
\]

and

\[
\max_{R_i} \prod_{i=1}^{N} PSNR = \prod_{i=1}^{N} (\gamma_i + \beta_i R_i) \\
\text{s.t.} \quad R_i^{\min} \leq R_i \leq R_i^{\max}, \quad \forall i = 1, 2, ..., N, \\
\sum_{i=1}^{N} R_i \leq R \tag{17}
\]

- We first show that $(R^*_1, R^*_2, ..., R^*_N)$ is a proportionally fair NE in terms of utility. Since user $u_i$ achieves his/her maximal utility $U^*_i(R^*_i)$ at $R^*_i$, we have $U_i(R^*_i) \geq U_i(R_i)$, for any $R_i$ satisfies $R_i^{\min} \leq R_i \leq R_i^{\max}$ and $\sum_{i=1}^{N} R_i \leq R$. This means that $\prod_{i=1}^{N} U_i(R^*_i) \geq \prod_{i=1}^{N} U_i(R_i)$ for any feasible $(R_1, R_2, ..., R_N)$. Therefore, $(R^*_1, R^*_2, ..., R^*_N)$ is a proportionally fair NE in terms of utility.

- We then show that $(R^*_1, R^*_2, ..., R^*_N)$ is a proportionally fair NE in terms of PSNR. Since maximizing $\prod_{i} x_i$ is the same as maximizing $\sum_{i} \ln(x_i)$, the optimization problem in (17) is equivalent to the
following optimization problem:

\[
\begin{align*}
\max_{R_i} & \quad \sum_{i=1}^{N} \ln(\gamma_i + \beta_i R_i) \\
s.t. & \quad R_i^{\text{min}} \leq R_i \leq R_i^{\text{max}}, \quad \forall i = 1, 2, ..., N, \\
& \quad \sum_{i=1}^{N} R_i \leq R,
\end{align*}
\] (18)

Since the above optimization problem is convex, the optimal solution can be found by solving the Karush-Kuhn-Tucker (KKT) conditions [22]. We first write the Lagrangian of problem (18) as:

\[
\begin{align*}
L(R_i, \lambda, \kappa_i, \nu_i) &= -\sum_{i=1}^{N} \ln(\gamma_i + \beta_i R_i) + \lambda \left( \sum_{i=1}^{N} R_i - R \right) \\
&\quad + \sum_{i=1}^{N} \kappa_i (R_i^{\text{max}} - R_i^{\text{max}}) + \sum_{i=1}^{N} \nu_i (R_i^{\text{min}} - R_i).
\end{align*}
\] (19)

Then, the KKT conditions are:

\[
\begin{align*}
-\frac{\beta_i}{\gamma_i + \beta_i R_i} + \lambda + \kappa_i - \nu_i &= 0; \\
\lambda \left( \sum_{i=1}^{N} R_i - R \right) &= 0; \\
\kappa_i (R_i - R_i^{\text{max}}) &= 0; \quad \forall i = 1, ..., N. \\
\nu_i (R_i^{\text{min}} - R_i) &= 0; \quad \forall i = 1, ..., N. \\
R_i^{\text{min}} &\leq R_i \leq R_i^{\text{max}}, \quad \forall i = 1, ..., N. \\
\sum_{i=1}^{N} R_i &\leq R; \\
\lambda &\geq 0, \quad \kappa_i \geq 0, \quad \nu_i \geq 0; \quad \forall i = 1, ..., N.
\end{align*}
\] (20)

By solving the KKT conditions above, the optimal solution is:

\[
R_i^* = \max\left[ R_i^{\text{min}}, \min\left( \frac{1}{\lambda} - \frac{\gamma_i}{\beta_i}, R_i^{\text{max}} \right) \right], \quad \forall i = 1, ..., N.
\] (21)

where \( \sum_{i=1}^{N} \max\left[ R_i^{\text{min}}, \min\left( \frac{1}{\lambda} - \frac{\gamma_i}{\beta_i}, R_i^{\text{max}} \right) \right] = R. \)
Therefore, \((R^*_1, R^*_2, ..., R^*_N)\) is the solution to the optimization problem in (17), which means that it is a proportionally fair NE in terms of PSNR.

In all, when \(a = a_0\), \((R^*_1, R^*_2, ..., R^*_N)\) is a proportionally fair NE in terms of both utility and PSNR. This completes the proof.

**Remark:** From the above analysis, we can see that choosing \(a = a_0\) is the best among the three different cases due to the following four reasons: (1) It is a unique proportionally fair NE in terms of both utility and PSNR can be found when \(a = a_0\); (2) with the unique proportionally fair NE, the available network bandwidth will be fully utilized; (3) since the optimal solution shown in (21) is very simple, no optimization is needed and the computational complexity is low; and (4) a distributed algorithm can be designed for the users to converge to the unique NE which will discussed in Section V.

IV. RELATION TO THE TRADITIONAL OPTIMIZATION-BASED APPROACH

While the task of rate allocation for a single user is to find the best trade-off point on the rate-distortion curve, the traditional optimization-based multi-user rate allocation approach can be seen as first constructing an overall rate-distortion curve by combining rate-distortion curves of all users, and then finding the best trade-off point on the joint rate-distortion curve. However, it is difficult to construct the overall rate-distortion curve from all users’ rate-distortion curve. The approach shown in (2) is one possible way, but there is no notion of fairness. Furthermore, the weights in (2) are hard to determine and are usually defined heuristically.

Instead of focusing on finding a good way of constructing the overall rate-distortion curve, the proposed game-theoretic framework considers each user’s rate-distortion trade-off in the utility function. Then, the notion of proportional fairness, is introduced to balance the rate allocation among different users and to make sure that the total rate constraint is satisfied. Moreover, from (2), (4), and (16), we can see that the traditional optimization-based approach shown in (2) is actually a special case of the proposed
game-theoretic framework by choosing the gain function and the cost function as follows:

\[ f(D_i) = e^{w_i \cdot PSNR_i}, \quad g(R_i) = 0, \quad (22) \]

which means,

\[ U_i(R_i, D_i) = e^{w_i \cdot PSNR_i}. \quad (23) \]

Note that there are mainly three drawbacks of this kind of utility function:

- The parameters \( w_i \) are usually heuristically determined.
- If no cost in video transmission is considered, selfish users may become too greedy and want to get as much bit-rate as possible, which is not good to the system [13].
- Since the gain is defined as an exponential function of the PSNR, a certain increase of the bit-rate in the low PSNR region will lead to a less significant gain than that in the high PSNR region. This contradicts with the human visual system (HVS) model since the quality difference in the low PSNR region is easier to be distinguished than that in the high PSNR region.

V. CLOCK AUCTION FOR DISTRIBUTED CHEAT-PROOF OPTIMAL RATE ALLOCATION

In Section III, we have discussed the NE of the multi-user rate allocation game for different \( a \)'s and found that, when \( a = a_0 \), the game has a proportionally fair NE in both utility and PSNR. However, we have not discussed how to obtain \( a_0 \) and how the users converge to the NE yet. There are two possible approaches, centralized approach and distributed approach. For the centralized approach, the controller knows exactly all the private information of each user, i.e., \( \gamma_i, \beta_i, R_i^{min}, \) and \( R_i^{max} \). Then, the controller can first find \( a_0 \) in a collective way by solving (14) and then allocate \( R_i^* \) to \( u_i \).

However, in general, the users can be geographically distributed in many places, it is therefore not feasible for the controller to collect all the private information of each user. Moreover, since the users are selfish, e.g., they tend to overclaim what they may need, they will not truly report their private information if cheating can improve their utilities [23]. To solve this problem, we propose a distributed cheat-proof rate
allocation scheme using alternative ascending clock auction [14]. An auction is a decentralized mechanism for allocating resources, where there is an auctioneer and several bidders. The auction processes can be described as follows: the auctioneer announces a price, bidders report to the auctioneer their demands at that price, and the auctioneer raises the price until the total demand meets the supply. In our multi-user rate allocation problem, the controller is the auctioneer and the users are the bidders.

The proposed rate allocation scheme is described in Algorithm 1. As shown in Algorithm 1, before the auction, the controller sets up the step size $\delta > 0$, clock index $t = 0$, and initializes $a$ with a small value $a^0$. At the beginning of clock $t$, the controller first announces $a^t$ to all the users. Then, each user submits his/her optimal demand to the controller. After collecting all the demands, the controller compares the total demand $R_{\text{total}}$ with the available bandwidth $R$. If $R_{\text{total}} > R$, i.e., the total demand exceeds the supply, the auction is not concluded. The controller continues the auction and goes to next clock $t + 1$ with an increased $a$ computed by $a^{t+1} = a^t + \delta$. Moreover, the controller computes the \textit{cumulative clinch}, which is the amount of bit-rate that a user is guaranteed to win at current clock given by

$$C^t_i = \max(0, R - \sum_{j \neq i} R^t_j).$$

On the other hand, if $R_{\text{total}} \leq R$, then the supply can meet all users’ demands and the auction is concluded. Let the final clock index be $L$. As $a$ increases discretely, we may have $R_{\text{total}} < R$ and do not fully utilize the bandwidth. To make sure that $R_{\text{total}} = R$, we modify (24) by introducing proportional rationing [14], and the final cumulative clinch of $u_i$ is given by,

$$C^L_i = R^L_i + \frac{R^{L-1}_i - R^L_i}{\sum_i R^{L-1}_i - \sum_i R^L_i} [R - \sum_i R^L_i], \quad \text{with } \sum_i C^L_i = R. \quad (25)$$

Finally, the rate allocated to $u_i$ is $R^*_i = C^L_i$. The utility of $u_i$ is obtained as,

$$U^*_i = \ln(\gamma_i + \beta_i R^*_i) - P^*_i, \quad (26)$$

where $P^*_i = C^0_i a^0 + \sum_{t=1}^L a^t (C^t_i - C^{t-1}_i)$ is the payment from user $u_i$. 
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**Remark:** Since $a^{t+1} > a^t$, we have $R_{j}^{t+1} \leq R_{j}^t$. Therefore, at clock $t$, $u_i$ is guaranteed at least the amount of bit-rate $C_i^t = \max(0, R - \sum_{j \neq i} R_{j}^t)$. This is how (24) comes from.

**Algorithm 1** Cheat-Proof Rate Allocation Scheme Using Clock Auction

Given the available bandwidth $R$, step size $\delta > 0$, and clock index $t = 0$, the controller initializes $a$ with a small value $a^0$.

Repeat:

1. the controller announces $a^t$ to all the users.
2. Each user $u_i$ submits his/her optimal demand:
   \[ R_i^t = \max[R_i^{\text{min}}, \min(\frac{1}{a^t} - \frac{\gamma_i}{R_i^t}, R_i^{\text{max}})] \]
3. The controller sums up all the demand $R_{\text{total}}^t = \sum_i R_i^t$ and compares $R_{\text{total}}^t$ with $R$:
   - If $R_{\text{total}}^t > R$, compute $C_i^t = \max(0, R - \sum_{j \neq i} R_{j}^t)$, set $a^{t+1} = a^t + \delta$, $t = t + 1$, and go to (1).
   - Else, conclude the auction, set $L = t$, compute $C_{\text{total}}^L = R_{\text{total}}^L + \frac{R_{\text{total}}^{t-1} - R_{\text{total}}^{t}}{\sum_i R_i^t} [R - \sum_i R_i^L]$, and allocate $R_i^* = C_i^L$ to $u_i$.

Finally, the payment of $u_i$ is $P_i^* = C_i^0 a^0 + \sum_{t=1}^{L} a^t (C_i^t - C_i^{t-1})$ and the utility of $u_i$ is $U_i^* = \ln(\gamma_i + \beta_i R_i^*) - P_i^*$.

The rate allocation scheme described in Algorithm 1 has several advantages:

- The auction process is transparent to all users and simple enough for all users to understand. Simplicity and transparency are two important factors to stimulate auction since users may not be willing to join in the game if they do not understand the auction process.
- The auction scheme can preserve privacy. Since the scheme is distributed, users do not need to report their private information. Instead, they only need to submit their demands.
- The computational complexity of each user is low since what the users need to do is to submit their optimal demands calculated by $R_i = \max[R_i^{\text{min}}, \min(\frac{1}{a}, \frac{\gamma_i}{R_i^t}, R_i^{\text{max}})]$ for any given $a$.  
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\[ \ln(\gamma_i + \beta_i R_{L_1}^{t_f}) - \frac{\partial}{\partial R_i} \ln(\gamma_i + \beta_i R_i^{L_2}) \bigg|_{R_i = R_{L_2}} (R_{L_2}^{t_f} - R_i^{L_2}) \]

(a)

\[ \ln(\gamma_i + \beta_i R_i^{L_2}) \]

(b)

\[ \ln(\gamma_i + \beta_i R_i^{L_2}) - \frac{\partial}{\partial R_i} \ln(\gamma_i + \beta_i R_i^{L_2}) \bigg|_{R_i = R_{L_2}} (R_i^{L_2} - R_{L_1}^{t_f}) \]

Fig. 3. Illustration for the proof of Lemma 2: (a) If \( \tilde{R}_{i,t} \leq R_{i}^{t} \) and \( R_{i}^{L_1} > R_{i}^{\text{min}} \), we can see that \([\ln(\gamma_i + \beta_i R_{L_1}^{t_f}) - \frac{\partial}{\partial R_i} \ln(\gamma_i + \beta_i R_i^{L_2})]_{R_i = R_{L_2}} (R_{L_2}^{t_f} - R_i^{L_2}) \geq \ln(\gamma_i + \beta_i R_{i}^{L_2})\); (b) If \( \tilde{R}_{i,t} > R_{i}^{t} \) and \( R_{i}^{L_1} < R_{i}^{\text{max}} \), we can see that \[\ln(\gamma_i + \beta_i R_{i}^{L_2}) \geq [\ln(\gamma_i + \beta_i R_{L_1}^{t_f}) - \frac{\partial}{\partial R_i} \ln(\gamma_i + \beta_i R_i^{L_2})]_{R_i = R_{L_2}} (R_i^{L_2} - R_{L_1}^{t_f})\].

- The computational complexity of the controller is low in that the controller only needs to sum up the demands from the users, compare it with the available bandwidth, and compute the cumulative clinch for each user.
- Through the auction, each user will converge to the unique proportionally fair NE shown in Section III. This is trivial due to the following two reasons: (1) since the auction concludes if and only if \( \sum R_i^t \leq R \), when \( \delta \) is sufficient small, the auction will conclude at \( \sum R_i^t = R \). (2) At each clock \( t \), \( u_i \) chooses \( R_i^t = \max[R_i^{\text{min}}, \min(\frac{1}{\alpha t} - \frac{\gamma_i}{\beta_i}, R_i^{\text{max}})] \).
- The scheme is cheat-proof, meaning that the best strategy of each user is to report his/her true optimal demand at every clock. There is no incentive for \( u_i \) to deviate, and the proof is shown in Theorem 2.

Let \( R_i^t \) be user \( u_i \)'s true optimal demand at clock \( t \), and \( \tilde{R}_i^t \) be the claimed demand that \( u_i \) reports.
Let $\Gamma(t, L) = \{L, \tilde{R}_i^0, \ldots, \tilde{R}_i^t, R_i^{t+1}, \ldots, R_i^L; L_i^0, \ldots, L_i^L; a_i^0, \ldots, a_i^L\}$ be the profile of $u_i$ at the following scenario: from clock 0 to clock $t$, $u_i$ reports $\tilde{R}_i^0, \ldots, \tilde{R}_i^t$, and from clock $t + 1$ to the final clock, $u_i$ reports $R_i^{t+1}, \ldots, R_i^L$, where $L$ is the final clock index, $C_i^0, \ldots, C_i^L$ is the corresponding cumulative clinch of $u_i$ from clock 0 to clock $L$, and $a_i^0, \ldots, a_i^L$ is the corresponding value of $a$ at each clock. Let $U_i[\Gamma(t, L)]$ be the utility of $u_i$ in this scenario. Let $\Gamma(-1, L) = \{L, R_i^0, \ldots, R_i^L; L_i^0, \ldots, L_i^L; a_i^0, \ldots, a_i^L\}$ and $\Gamma(L, L) = \{L, \tilde{R}_i^0, \ldots, \tilde{R}_i^L; C_i^0, \ldots, C_i^L; a_i^0, \ldots, a_i^L\}$ be two special cases of $\Gamma(t, L)$.

**Lemma 2:** If all other users report their true optimal demands at every clock, then $U_i[\Gamma(t - 1, L_1)] \geq U_i[\Gamma(t, L_2)]$.

**Proof:** From (26), we have,

$$
U_i[\Gamma(t - 1, L_1)] = \ln(\gamma_i + \beta_i R_i^{L_1}) - a_i^0 C_i^0 - \sum_{k=1}^{L_1} a_i^k (C_i^k - C_i^{k-1}),
$$

$$
U_i[\Gamma(t, L_2)] = \ln(\gamma_i + \beta_i R_i^{L_2}) - a_i^0 C_i^0 - \sum_{k=1}^{L_2} a_i^k (C_i^k - C_i^{k-1}).
$$

(27)

- If $\tilde{R}_i^t \leq R_i^t$, according to Algorithm 1, we have $L_2 \leq L_1$ and $R_i^{L_2} \leq R_i^{L_1}$. Then,

$$
U_i[\Gamma(t - 1, L_1)] - U_i[\Gamma(t, L_2)] = \ln(\gamma_i + \beta_i R_i^{L_1}) - \ln(\gamma_i + \beta_i R_i^{L_2}) - \sum_{k=L_2+1}^{L_1} a_i^k (C_i^k - C_i^{k-1})
\geq \ln(\gamma_i + \beta_i R_i^{L_1}) - \ln(\gamma_i + \beta_i R_i^{L_2}) - a_i^{L_1} (C_i^{L_1} - C_i^{L_2}).
$$

(28)

When $\delta$ is sufficiently small, $C_i^{L_1} = R_i^{L_1}$ and $C_i^{L_2} = R_i^{L_2}$. Since $R_i^t = \max[R_i^{min}, \min(\frac{\gamma_i}{\beta_i}, R_i^{max})]$,

- if $R_i^{L_1} > R_i^{min}$, according to (12), we get $a_i^{L_1} \leq \frac{\partial \ln(\gamma_i + \beta_i R_i^t)}{\partial R_i^t}|_{R_i = R_i^{L_1}}$. Thus, (28) becomes

$$
U_i[\Gamma(t - 1, L_1)] - U_i[\Gamma(t, L_2)]
\geq \ln(\gamma_i + \beta_i R_i^{L_1}) - \frac{\partial \ln(\gamma_i + \beta_i R_i^t)}{\partial R_i^t}|_{R_i = R_i^{L_1}} (R_i^{L_1} - R_i^{L_2}) - \ln(\gamma_i + \beta_i R_i^{L_2})
\geq 0 \text{ (see Figure 3(a)).}
$$

(29)
- if \( R_i^{L_1} = R_i^{\min} \), since \( R_i^{\min} \leq R_i^{L_2} \leq R_i^{L_1} = R_i^{\min} \), we have \( R_i^{L_2} = R_i^{\min} = R_i^{L_1} \). Therefore,

\[
U_i[\Gamma(t, L_1)] = U_i[\Gamma(t, L_2)].
\] (30)

So, if \( \tilde{R}_i^t \leq R_i^t \), we have \( U_i[\Gamma(t, L_1)] \geq U_i[\Gamma(t, L_2)] \).

- If \( \tilde{R}_i^t > R_i^t \), according to Algorithm 1, we have \( L_2 \geq L_1 \) and \( R_i^{L_2} \geq R_i^{L_1} \). Then,

\[
U_i[\Gamma(t, L_1)] - U_i[\Gamma(t, L_2)] = \ln(\gamma_i + \beta_i R_i^{L_1}) - \ln(\gamma_i + \beta_i R_i^{L_2}) + \sum_{k=L_1+1}^{L_2} a^k(C_i^k - C_i^{k-1}) \\
\geq \ln(\gamma_i + \beta_i R_i^{L_1}) - \ln(\gamma_i + \beta_i R_i^{L_2}) + aL_1(C_i^{L_2} - C_i^{L_1}).
\] (31)

When \( \delta \) is sufficiently small, \( C_i^{L_1} = R_i^{L_1} \) and \( C_i^{L_2} = R_i^{L_2} \). Since \( R_i^t = \max[R_i^{\min}, \min(\frac{1}{a^t} - \frac{\gamma_i}{R_i}, R_i^{\max})] \),

- if \( R_i^{L_1} < R_i^{\max} \), according to (12), \( aL_1 \geq \frac{\partial \ln(\gamma_i + \beta_i R_i)}{\partial R_i} \big|_{R_i = R_i^{L_1}} \). Thus, (31) becomes

\[
U_i[\Gamma(t, L_1)] - U_i[\Gamma(t, L_2)] \\
\geq \ln(\gamma_i + \beta_i R_i^{L_1}) - \ln(\gamma_i + \beta_i R_i^{L_2}) - \frac{\partial \ln(\gamma_i + \beta_i R_i)}{\partial R_i} \big|_{R_i = R_i^{L_1}} (R_i^{L_2} - R_i^{L_1}) \\
\geq 0 \text{ (see Figure 3(b))}.
\] (32)

- if \( R_i^{L_1} = R_i^{\max} \), since \( R_i^{\max} \geq R_i^{L_2} \geq R_i^{L_1} = R_i^{\max} \), we have \( R_i^{L_2} = R_i^{\max} = R_i^{L_1} \). Therefore,

\[
U_i[\Gamma(t - 1, L_1)] = U_i[\Gamma(t, L_2)].
\] (33)

So, if \( \tilde{R}_i^t > R_i^t \), we still have \( U_i[\Gamma(t - 1, L_1)] \geq U_i[\Gamma(t, L_2)] \).

In all, we can show that \( U_i[\Gamma(t - 1, L_1)] \geq U_i[\Gamma(t, L_2)] \). This completes the proof.

With Lemma 2, we can now show that the best strategy of each user is to report his/her true optimal demand at every clock.

**Theorem 2 (Cheat-Proof):** Reporting true optimal demand at every clock is a mutually best response for every user, i.e., \( U_i[\Gamma(L_3, L_3)] \leq U_i[\Gamma(-1, L_4)] \) \( \forall i \).

**Proof:** If all the other users report their true optimal demands in every clock, according to Lemma 2, we have \( U_i[\Gamma(L_3, L_3)] \leq U_i[\Gamma(L_3 - 1, \bar{L}_3)] \leq ... \leq U_i[\Gamma(-1, L_4)] \), where \( \bar{L}_3 \) stands for the final
clock index of the following scenario: from clock 0 to clock $L_3 - 1$, $u_i$ reports $\tilde{R}_i^0, \ldots, \tilde{R}_i^{L_3 - 1}$, and from clock $L_3$ to the final clock $\tilde{L}_3$, $u_i$ reports $R_i^{L_3}, \ldots, R_i^{\tilde{L}_3}$. Since all users are non-collaborative, reporting true optimal demand at every clock is a mutually best response for every user. There is no incentive for the users to cheat since any cheating will lead to a loss in utility. Therefore, the proposed scheme is cheat-proof. This completes the proof.

In the above theorem, we give a theoretical proof for the cheat-proof strategy. In the following section, we will verify this cheat-proof strategy through experimental results.

VI. EXPERIMENTAL RESULTS

In order to evaluate the proposed game-theoretic multi-user rate allocation game, we conduct experiments on real video data. Seven video sequences: Akiyo, Mobile, Table, Carphone, Coastguard, Foreman, and Football in QCIF format, are tested. Notice that these video sequences include slow, medium or fast motion, and smooth or complex scene. We use the state-of-art H.264 JM 9.0 video codec to encode the video sequences [24]. By changing the quantization parameter (QP) or using the rate control feature, we are able to compress the video sequences at different bit-rate and achieve different quality requirements.

A. Parameter Estimation

From Section II, we can see that there are several parameters in our framework, $\gamma_i$, $\beta_i$, $R_i^{min}$, and $R_i^{max}$. In this subsection, we will discuss how to estimate these parameters.

According to (3) and (6), we have:

$$PSNR_i = 10(\log_{10}e) \ln \frac{255^2}{D_i}$$

$$= (10 \log_{10} e)(\gamma_i + \beta_i R_i)$$

(34)
Therefore, we can estimate $\gamma_i$ and $\beta_i$ using off-line training. For each video sequence, we first generate a set of $(PSNR_i, R_i)$ by encoding the sequence using H.264 JM 9.0 with different QP. Then, the optimal $\gamma_i^*$ and $\beta_i^*$ can be computed by:

$$ (\gamma_i^*, \beta_i^*) = \min_{\gamma_i, \beta_i} \sum_j [PSNR_i(j) - (10 \log_{10} e)(\gamma_i + \beta_i R_i(j))]^2, $$

where $j$ is the index of the training set.

Through the training data and equation above, we get the optimal $\gamma_i^*$ and $\beta_i^*$ for different video sequences and show them in Table I. As shown in Figure 4, with the optimal $\gamma_i^*$ and $\beta_i^*$, the $(10 \log_{10} e)(\gamma_i + \beta_i R_i)$ can approximate $PSNR_i$ well. Due to the page limitation, we only show the results for Football and Coastguard. Similar results are observed for other sequences.

After finding the optimal $\gamma_i^*$ and $\beta_i^*$, we derive the values for $R_{i \min}$ and $R_{i \max}$. Suppose that the minimal desired PSNR (quality) constraint is $PSNR_{i \min}$, e.g., 30dB, and the maximal satisfied PSNR
(quality) constraint is $PSNR_{\text{max}}$, e.g., 45dB. According to (34), we have:

\[
R_{i}^{\text{min}} = \frac{1}{\beta_i^*} \left( \frac{PSNR_{i}^{\text{min}}}{10 \log_{10} e} - \gamma_i^* \right),
\]

\[
R_{i}^{\text{max}} = \frac{1}{\beta_i^*} \left( \frac{PSNR_{i}^{\text{max}}}{10 \log_{10} e} - \gamma_i^* \right).
\]  (36)

According to the equations above, the $R_{i}^{\text{min}}$ and $R_{i}^{\text{max}}$ for different sequences are obtained and shown in Table I. From Table I, we can see that the tested video sequences can be classified to four categories according to $\beta^*$, $R_{i}^{\text{min}}$ and $R_{i}^{\text{max}}$: slow motion and smooth scene (Akiyo), medium motion and smooth scene (Carphone, Foreman, and Table), medium motion and complex scene (Coastguard), and fast or complex motion (Football and Mobile).

**B. Multi-User Rate Allocation**

We compare the proposed method with three approaches: the Absolute Fairness in Rate (AFR), which equally divides the available bandwidth to all the users, the Absolute Fairness in Distortion (AFD), which minimizes the maximal distortion of all the users, i.e., min-max fairness, and the approach Maximizing the
Sum of the PSNRs (MSPSNR), i.e. the traditional optimization-based approach shown in (2) with uniform weights. Notice that for AFR, AFD, and MSPSNR, the allocated rate should be within $[R_{i}^{\text{min}}, R_{i}^{\text{max}}]$. Otherwise, we set it to be $R_{i}^{\text{min}}$ or $R_{i}^{\text{max}}$ and re-allocate the rest rate for the other users. Given the video sequences to be transmitted, the available bandwidth $R$, we can compute the rate allocated to each video sequence using different methods, i.e., AFD, AFR, MSPSNR, and the proposed method. Then, setting the allocated bit-rate as the target bit-rate, we compress the video sequence using the rate control feature in H.264 JM 9.0 reference software. Finally, each user transmits the compressed bitstream to the corresponding receiver.
In the experiments, we assume that there are seven users $u_1, u_2, ..., u_7$. They transmit Akiyo, Carphone, Coastguard, Foreman, Table, Football, and Mobile to seven receivers $r_1, r_2, ..., r_7$, respectively. We test $R$ at 1000, 2000, 3000, 4000 and 5000 kb/s. The allocated bit-rate for each video sequence in different situations (i.e., different $R$) using different methods (i.e., AFD, AFR, MSPSNR, and the proposed method) are shown in Figure 5. From Figure 5, we can see that AFR equally allocates the bandwidth to each users if the allocated bit-rate is within $[R_i^{\min}, R_i^{\max}]$. AFD tries to allocate more bit-rate to the video sequence that has more complex motion and/or scene (a smaller $\beta^*$) to preserve constant quality among different users. On the contrary, MSPSNR favors the video sequence that has a larger $\beta^*$ since allocating more bit-rate to the sequence with a larger $\beta^*$ leads to a greater increase in the sum of the PSNRs. However, with MSPSNR, the sequence with $\beta_i^*$ will not be allocated more bit-rate than $R_i^{\min}$.
if there is a sequence with $\beta^*_j > \beta^*_i$ who has not been allocated its maximal rate requirement $R_{j}^{\text{max}}$ yet. Specifically, the rate controller will first allocate each user with $R_{i}^{\text{min}}$. Then, the remaining rates will be first allocated to Akiyo until the bit-rate of Akiyo achieves its maximal requirement. If there are still some unused rates, then Carphone will be satisfied first. And the bit-rate of Football with the smallest $\beta^*$ stays at its minimal requirement until all other sequences with higher $\beta^*$ have achieved their maximal rate requirements. Obviously, this is not fair to the users who transmit the sequences with smaller $\beta^*$. By taking the proportional fairness into account, the proposed method can avoid this disadvantage and balance the rate allocation between the sequences with a larger $\beta^*$ and a smaller $\beta^*$. For example, as shown in Figure 5, when the total available network bandwidth $R$ increases from 3000kb/s to 4000kb/s, both the bit-rate of Mobile and Football increase. This is because the proposed method with the proportional fairness criterion aims at maximizing the product of the utility function $U_i$, and keeping a certain balance between the sequences with a larger $\beta^*$ and a smaller $\beta^*$ leads to an increase in the product.
Let $T_{PSNR} = \sum_{i=1}^{N} PSNR_i$ be the sum of the analytical $PSNR_i$ computed by (34) of all the users. In Figure 6, we show $T_{PSNR}$ versus the available network bandwidth $R$. We can see that there is a big gap between the performance of AFD, AFR and MSPSNR, which means using AFD or AFR leads to a big loss in the system performance. However, the performance of the proposed method is almost the same as that of MSPSNR, which fully demonstrates the efficiency of the proposed method. Therefore, while achieving a fair rate allocation among different users, the proposed method still performs well in terms of total PSNR.

Finally, we evaluate the cheat-proof property of different methods. As shown in Table I, since $\beta$ is the most important parameter representing the characteristics of video sequences, the best way for $u_i$ to pretend as another user $u_j$ is to use $\beta_j$ rather than $\beta_i$ in calculating optimal demand. Therefore, we evaluate the cheat-proof property in terms of $\beta$. In this experiment, the available network bandwidth $R$ is set to be 4.2Mb/s. We assume that $u_6$ who transmits Mobile sequence will cheat while other users are honest. In AFD, AFR and MSPSNR, $u_6$ reports a false $\tilde{\beta}$ to the controller by scaling the original $\beta$ with a factor $k$, i.e., $\tilde{\beta} = k\beta$. In the proposed method, at each clock $t$ of the auction, $u_6$ uses $\tilde{\beta}$ to generate the “optimal” demand $\tilde{R}_6^t$ using $\tilde{R}_6^t = \max[R_{6\min}^t, \min(\frac{1}{a} - \frac{\gamma_6}{k\beta_6}, R_{6\max}^t)]$ and reports $\tilde{R}_6^t$ to the controller. As shown in Figure 7(a), the PSNR performance of AFR is independent of the scale factor $k$. This is because AFR does not care about $\beta$ and just equally allocates the bandwidth to each user if the allocated bit-rate is within $[R_{i\min}^t, R_{i\max}^t]$. The PSNR performance of AFD decreases as $k$ increases. This is because AFD tries to allocate more bit-rate to the video sequence with a smaller $\beta$ to preserve constant quality among different users. Therefore, with AFD, all users tend to report a smaller $\beta$ to the controller to obtain a better PSNR performance. On the contrary, the PSNR performance of MSPSNR is an increasing piecewise constant function in terms of $k$. This is because, with MSPSNR, the sequence with $\beta_i$ will not be allocated more bit-rate than $R_{i\min}$ if there is a sequence with $\beta_j > \beta_i$ who has not been allocated its maximal rate requirement $R_{j\max}$ yet. To be allocated more rate and obtain
a higher PSNR, \( u_6 \) should increase \( k \) until at least \( k\beta_6 > \beta_j \) where \( \beta_j = \min_l(\beta_l > \beta_6) \). Therefore, with MSPSNR, all users tend to report a larger \( \beta \) to the controller to obtain a better PSNR performance. However, with the proposed method, as shown in Figure 7(b), reporting the optimal demand generated by the true \( \beta \) (\( k=1 \)) will lead to the best utility. Any deviation will lead to a loss in terms of utility, which means that the proposed method is cheat-proof. Therefore, the proposed method ensures all users will be honest about their private information.

VII. CONCLUSIONS

In this paper, we proposed a game-theoretic framework for multi-user multimedia rate allocation and a distributed cheat-proof scheme for users to converge to the NE of the game. Different from the traditional optimization-based approaches, which mainly focus on the efficiency issue, e.g. maximizing the system performance, the proposed method not only considers the efficiency issue but also the fairness issue. From the experimental results on real video sequences, we can see that with the proportional fairness criterion, the proposed game-theoretic method can efficiently and fairly allocate bit-rate to different users by allocating more bit-rate to the sequence with slower motion and/or simpler scene while keeping an eye on the fast motion and/or complex scene sequence. We also find that, with the proposed distributed cheat-proof rate allocation scheme, reporting the true optimal demand at every clock is the mutual best response for every user. Moreover, we show that the traditional optimization-based method that maximizes the weighted sum of the PSNRs is a special case of the game-theoretic framework with the utility function defined as an exponential function of PSNR.
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