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So Far, We Learned... I

Single-user communication with an energy harvesting transmitter.
Energy arrives (is harvested) during the communication session.
A from the conventional battery powered systems.
Transmission policy is adapted to energy arrivals.

Energy causality constraint and battery capacity limit.

Objective: Maximize average throughput
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The Optimal Policy for E,,,, = o
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Upper staircase is the cumulative energy arrivals
Feasible energy consumption lies below the staircase
Transmit power remains constant in each epoch

The tightest curve under the cumulative energy arrival staircase



The Optimal Policy for E,,,, < o0 I
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Upper staircase: energy arrivals

Lower staircase: finite battery constraint (no overflows)

Any feasible energy consumption curve must lie in between
Power remains constant in each epoch

The tightest curve in the feasibility tunnel



Single-User Optimal Policy for Fading Channel I

e Directional water-filling algorithm.

e First: fill each incoming energy till next energy arrival.
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e Second: Allow transfer of energy one by one to the right only.
e Equalize the water level if the water level is higher in the left.
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Equivalence of Feasibility Tunnel and Directional Water-filling
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Equivalence of Feasibility Tunnel and Directional Water-filling
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Scheduling in Multi-user Energy Harvesting Systems I

Broadcasting with an energy harvesting transmitter
— An energy harvesting transmitter sends messages to two users

— E.g., a wireless access device sending different messages to users

Multiple access with energy harvesting transmitters
— Energy harvesting transmitters communicating with a single receiver

— E.g., multiple sensors sending data to a center

with energy harvesting transmitters
— Tx-Rx pairs communicate simultaneously where Txs are energy harvesting.

— E.g., multiple sensors sending data to different centers.

Two-hop communication with energy harvesting nodes
— Source and relay nodes send messages using harvested energy.

— E.g., end-to-end data delivery in sensor networks.



Broadcasting with an Energy Harvesting Transmitter I
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Energy arrives (is harvested) during the communication session.
Assume battery has infinite storage capacity: E,;;, = o
Broadcasting data to two users by adapting to energy arrivals

Objective: maximize the data departure region



Broadcast Channel Model I
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o AWGN broadcast channel:
Y1=X+N;, Hh=X+NM

where Nj ~ N(0,1), N, ~ N(0,6?)
e 6> > 1: 2nd user is degraded

e We call 1st user stronger and 2nd user weaker
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Broadcast Channel Model I
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e We work in the (r1,r,) domain:
pP— 22(r1+r2) + (62 . 1)221”2 . 62 AL g(r17r2)

e g(ry,r) is the minimum power required to send at rates (ry,r;)
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Energy Model I

Ey £y E, E3 E,

.

P
- Q— &

epoch 1 epoch 4

e Energy is harvested during the course of communication.
e We will consider offline policies.

e Energy causality constraints: energy that has not arrived cannot be used
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/ g(ri,r)(v)dt < Y Ej, Vi
0 -
j=0
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Constraints on the Power Policy I

e Energy arrivals known deterministically a priori
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e Upper staircase: energy arrivals

e Any feasible energy consumption curve must lie below the upper staircase
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Find the Maximum Departure Region I

e The maximum departure region (7 ): union of (By,B,) pairs achievable by some rate

allocation policy that satisfies the energy causality constraint.
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e Transmission rates, and power, remain constant between energy harvests.

e Denote the rates that go to users as (ry;, ;) over epoch i.

The power at epoch i: g(ry;,r2;)

e The energy spent during epoch i: g(ry;,r2:)¥;

e The energy causality constraint reduces to constraints on (ry;,7;):

k k—1
g(rii,mil; < ZEi’ k=1,.... K+1

=1 i=0

l
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Finding the Maximum Departure Region I

e D(T) is a strictly convex region.

e Characterize D(T) by solving optimization problems for all uy, > > 0:

K+1 K+1
max ug Z riili +uo Z il

R = i=1
k k=1

S.t. Zg(l’li,rzi)giSZEi, k=1,....K+1
i=1 i=0
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Finding the Maximum Departure Region I

e The Lagrangian function

K+1 K+1 K+1 k

L=u Y rili+m ) rili— Y M| Y g(rii i)l ZE
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K+1 K+1
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e Total power in terms of Lagrange multipliers

. U1+ Y1 M2 +Y2i 2
Pi_maX{W;%_l ZK—H —O }

Li=i

e Structural properties of the optimal policy:
— Optimal total transmit power, {g(r};,75;) }A4!, is independent of uy, .

— In particular, it is the same as the optimal single-user transmit power.
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Single User Optimal Policy I

e Single user optimal policy is found by calculating the tightest curve below the energy arrival
curve:

EO E1 EQ E3 E4 E5 Eﬁ

e Slope of the curve is the allocated power

e Power is monotonically increasing
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Structure of the Optimal Policy I

Total transmit power is the same as the single-user case.
The power shares follow a cut-off structure:

Cut-off level P.

_pu-l
PC_GZ—,u

where u = Z—f and 1 < u < 6°.
If below P, then, only transmit to the stronger user
Otherwise, stronger user’s power share is P..

Extreme cases:
— If u < 1, only the stronger user’s data is transmitted

- Ifu> 62, only the weaker user’s data is transmitted
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The Structure of the Optimal Policy I
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Broadcast Channel with Finite E,, . I
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(B1,By) bits to be sent and battery capacity Eq; < o0

AWGN broadcast channel:

YI=X+N1, Hh=X+M

N ~ N(0,1) and N, ~ N(0,6?) with 6% > 1

Ist user stronger and 2nd user weaker
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Broadcast Channel with Finite £, . I
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e Incoming energies are smaller than E,,;,: E; < Ejqx

e [Energy causality constraints: energy that has not arrived cannot be used
tf i—1
/0 g(ri,rm)(u)du < ZEJ’ Vi
j=0

e No-energy-overflow condition: energy overflow (wasting) is suboptimal

h(t) t
ZEJ_/ g(ri,rm)(u)du < Epgy, Vit
j=0 0
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Constraints on the Power Policy I
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e Lnergy causality constraints: energy that has not arrived cannot be used

tf i—1
/g(rl,rz)(u)dug Y Ej, Vi
0 =

J

e No-energy-overflow condition: energy overflow (wasting) is suboptimal

h(1) t
ZEJ_/ g(ri,r)(w)du < Ejqy, Vi
j=0 0
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Find the Maximum Departure Region I
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e The transmission rates, and hence the transmission power, remain constant between energy
harvests in any optimal policy

e The energy causality constraint reduces to constraints on (ry;,r;):

g(rli;’”2i)€i§ ZE,', kZl,...,K—I—l
i=0

l

k k—1
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e The no-energy-overflow condition:

k
Y Ei—) g(ri,mi)li < Epae,  k=1,....K
' i=1
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Finding the Maximum Departure Region I

e D(T) is a strictly convex region.

e Characterize D(T') by solving optimization problems for all uy,u, > 0:

K+1 K+1
max  uj Z riili +u Z il

r{.,r
1,12 —1 i=1

k k—1
s.L. Zg(i’li,rzl')fi < ZEi, 1<k<K-+1
i—1 i=0

k k
ZEZ Zg 7'1177'21)6 < Enax, 1<k<K
i=0 =1
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Finding the Maximum Departure Region I

e The Lagrangian function

K+1 K+1 K+1 k
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e Total power in terms of Lagrange multipliers

U1 H2 2
P = _
max{(z“lx B S RN v SAP W ey }
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Structure of the Optimal Policy I

Optimal total transmit power, {g(r%;,75,) }X!, is independent of uj, us.
In particular, it is the same as the optimal single-user transmit power.
The power shares follow a cut-off structure:

Cut-off level P.

where u = Z’—f and 1 < u < 6°.
If below P., then, only the stronger user
Otherwise, stronger user’s power share is P..

Extreme cases:
— If u <1, only the stronger user’s data is transmitted

— If u > 62, only the weaker user’s data is transmitted

26



The Structure of the Optimal Policy I
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Conclusions for the Broadcasting Scenario I

e Energy harvesting transmitter with infinite and capacity battery
e Maximize the departure region.

e Obtain the structure such as
— the monotonicity of the transmit power

— the cut-off power property
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Optimal Packet Scheduling: Multiple Access Channel

e AWGN MAC channel Y =X +X,+Z,Z~ N(0,1).

e The capacity region is a pentagon denoted as C(Py,P»):
R < f(P1), R2<f(P2), Ri+R<f(P+P)

where f(p) = $log(1+ p).

receiver

N
e

By -

O

user 2 C Cs
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Problem Formulation I

e Maximize departure region D(T) by time 7.
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Characterizing D(T)

e Transmission rate remains constant between energy harvests.

e For any feasible transmit power sequences pi, pz over [0, 7T), the departure region is a
pentagon defined as
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e D(T) is a union of (B, B,) and convex.

e The boundary points maximize ;B + ux B, for some uy,ur, > 0.
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The problem becomes maxy, p, B1 + B>.

Sum of powers has same “majorization” property as in single-user.

Merge energy arrivals of the users, get the optimal sum powers, p1, ..., p,
Each feasible sequence of pj, and py, gives a pentagon.

Union of them is a larger pentagon: dominant faces on the same line.

Need to identify the boundary of this larger pentagon.
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Achieving Corner Points of the Boundary I

e Maximize B s.t. B] + B> is maximized at the same time = point 1.
— Equalize the transmit powers of the first user as much as possible

— Additionally: both users’ energy constraints are tight if sum power changes.
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.U1=001'llz=0I

e Maximize By or B, = a single-user scenario.

e Given pj,, maximize B,: backward/directional waterfilling with base level p], = point 3.
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M1, M2 > OI

e Each boundary point corresponds to a corner point on some pentagon.

e 11 > up = achieving points between point 1 and point 3:

max
P1:P2

S.L.

(1 — p2) Zf(pln)ln +12 Y f(Pia+ pan)ln

Pinln < ZEln, Vji:0<j<N
n=0

X
S

Ponln <Y Ean, Vj:0<j<N

Bs

.“"\.\(Bl’ BQ)
1
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Generalized Iterative Backward Waterfilling I

Solve the problem via generalized iterative backward waterfilling:

Given p5, solve for p;:

N N
max (1 —m2) Y. f(Pin)la+12 Y f(pin+ P35,

J j—1
st Y P <Y Ein, 0<j<N
n=1 n=0
Once pj is obtained, we do a backward waterfilling for the second user.

We perform the optimization for both users in an alternating way.

The iterative algorithm converges to the global optimal solution.
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Conclusions for the Multiple Access Scenario I

e Energy harvesting transmitters sending messages to a single access point.
e The problem: maximization of the departure region.

e Obtain the structure using generalized iterative waterfilling.
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Interference Channel with an Energy Harvesting Transmitter I

Ey;

l E max,1

no = 1T ERC

Tx2 Rx?2

Two transmitter-receiver pairs communicate in the same medium simultaneously.
Energy arrives (is harvested) during the communication session.
Batteries have finite storage capacities: E,;; < oo

Objective: Maximize sum-rate of the users by adapting to energy arrivals
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Interference Channel Model I

B = [[HRCO O

Rx1

B = (O

Tx2 Rx?2

o AWGN interference channel:
Yi =X| +VaXa +N;, Yo =X +VbX| +N,
where Ny ~ A[(0,1), N ~ N(0,1)

e Sum-rate under E[X?] < py and E[X}] < p, denoted as r(py, p2).
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Energy Model I

Ejv(] Ej,l Ej,? EjﬂNfl
4 : i
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Energy is harvested during the course of communication.
We will consider offline policies.
We have a slotted system with slot duration 7.

Energy causality constraints in the Txs: energy that has not arrived cannot be used
n n—1
ij,ifi < ZEj,i, n=1,...,.Nand j=1,2
i=1 i=0

constraints in the Txs: energy overflows are suboptimal:

l

n
(Pjili—Eji) +Ejmax—Ejiy1 20,  n=1,....N—1,and j=1,2
=1
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Sum-Rate Optimal Policy I

e Sum-rate optimal policy is found by solving the following problem:

max
P1.P2

S.t.

K+1

Y. r(piisp2i)ti

i=1

n n

Zp],lgl < ZE],U I1<n<N

i=1 i=1

n n

ZE],Z — ij,iel < Emax; l<n<N

~
I
p—
~
I
p—

41



A General Iterative Solution I

e For any achievable r(p1, p2), there exists another achievable scheme with

— #(p1,p2) >r(p1,p2)

e Solve the problem iteratively:
e Given p;, solve for py:
K+1

max Y r(pii, pa;)i
Pl =1

n
st. Y prili<Y Ei;, 1<n<N
n n
ZEl,i — Zpl,igi <Epax, 1 <n<N
i=1 i=1

e Once this solution is found, we fix it and solve for p5.

e The iterative algorithm converges to the global optimal solution.
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Asymmetric Interference with ab > 1 I

Leta>1and b <1 withab > 1.

r(p1,p2) = %bg <1 + lfclzm) + élog(l +p2)
For fixed p,, user 1 observes a fading level of T +11p2.
Use directional waterfilling for user 1’s problem.
For fixed p1, user 2 has the generalized water level
5 api 1
8—mr<pl’p2) "2t pitap)(itaps) | 2(1+apy)

Use generalized directional waterfilling for user 2’s problem.
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Asymmetric Interference with ab < 1 I

Leta<land b > 1 withab < 1.

1 1 1
r(p1,p2) = mm{ilog (1 + 1_5;]02) + ilog(l +p2), Elog(l +bp1+p2)}

Define p. = 1”__alb.

1
14+apo

User 1 observes fading level if p» < p. and ﬁ otherwise.
Use directional waterfilling for user 1’s problem.

Similarly, a generalized waterfilling algorithm solves user 2’s problem.
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Conclusions for the Interference Channel Scenario I

Energy harvesting transmitter-receiver pairs with capacity batteries.
Maximize the sum-rate of the communication.

Sum-rate is a jointly concave function of powers.

Iterative generalized directional water-filling algorithm.

Specific cases such as asymmetric interference with ab < 1 and ab > 1.

Extension to bit arrivals i1s available.
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Two-Hop Communication with Energy Harvesting Nodes I

L

l

energy

queue

AWGN
—>:- ‘ ~ " | Channel

S

data queue

data queue

Source (S) sends messages to the destination (D) via a relay (R).

Source and relay uses energy harvested from the environment.

AWGN
Channel

Relay adapts its transmission to the data stream from the source and its energy profile.

Objective: maximize end-to-end throughput
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Channel Model I

energy
queue

AWGN
—>:- ‘ ~ " | Channel
S

data queue

data queue

e Channel between S and R i1s AWGN with gain A;y:

) 1
r'(ps) = Elog(l + hyps)

e Channel between R and D is AWGN with gain #,:

. 1
r (Pr) = 5 log (1 +hypy)

e Relay operates in full duplex mode.
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Energy Model I

E; E; E3 E3

G é o \’l} I
0 t td t5 T
1 Er B}
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0 tg t4 T

e Energy is harvested during the communication. We consider offline policies.

e Lnergy causality constraints in the nodes: energy that has not arrived cannot be used

t n—1
/ps(f)dré Y E, n=1,...,N
0 i=0

t n—1
/ pr(t)dt< Y E/, n=1,....N
0 i=0
° constraints in the relay: data that has not arrived cannot be forwarded.

/trr(pr('c))d’cg/trp(ps(’c))dr, Vi € [0,T]
0 0
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Finding Optimal Policies of the Nodes I

e Maximize end-to-end throughput

T
max / r(pr(1))dt
0

n—1

E;, n=1,...,N
=0

t
s.t. / ps(t)dt <
0

l

n—1

r
Ei’ n:1,...,N
=0

/Otpr(":)dfC <
/t 7 (pe(t))dT < /t P (py(¥))dr, Vi € [0,T]
0 0

e There is a separation-based optimal policy.
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Separation-Based Optimal Policy I

e Source maximizes its throughput without regard to relay energy profile:

T
max / r’(ps(t))dr
0

n—1

E;, n=1,...,N
=0

l

t
s.t. / ps(t)dt <
0
e Relay maximizes its throughput according to the optimal source data stream:
T
max / r'(pr(1))dr
0
t n—1
s.t. / pr(t)dt< Y E/, n=1,....N
0 i=0

/trr(pr(’c))drg /trp(ps(r))dt, Ve [0,T]
0 0

e Both problems are

e This policy is not energy minimal.

50



Ly

Q=

Structure of Separation-Based Optimal Policy I

by

O

B

L3

g

1)

(

By

q

Optimal Policy

51



Conclusions for the Two-Hop Communication Scenario I

Energy harvesting source and relay with infinite capacity batteries.
Maximize the end-to-end throughput.
Optimal policy is not unique.

An optimal policy is obtained based on a separation principle:
— Both source and relay perform single-user optimizations.

— Itis not energy minimal.

There is no simple extension for the finite battery case.
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Wireless Energy Transfer I

e Newly emerging technologies have enabled us to perform wireless energy transfer efficiently.

e Inductive coupling can be used to wirelessly transfer energy.

RECEIVING,
COILS
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Energy Cooperation in Multi-user Energy Harvesting Communications I

e Wireless energy transfer is a new cooperation paradigm: energy cooperation.

I...
.

-
-
-
-
---
-
-
.

e Energy cooperation: An energy harvesting network where the nodes can share their energy as
well as their information.
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Gaussian Two-Hop Relay Channel with Energy Cooperation I

0; _
energy
queue
AWGN AWGN
. ‘ Channel I ‘ Channel ‘
data queue S data queue D

Energy harvesting source and relay with deterministic energy arrivals E;, E;.

Wireless energy transfer unit that allows the source to transfer some of its energy to the relay
(with 0 < a < 1 efficiency).

Unlimited data and energy buffers at the source and the relay.
New energy arrivals at every sloti, 1 <i < T.

The source transfers J; energy to the relay at slot i.

Relay receives o; of this transferred energy at the next slot.
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Two Hop Relay Channel without Energy Cooperation I

l l

energy
queue

AWGN AWGN
_>:- ‘—> Channel _:- ‘ ~ " | Channel| — ‘

data queue S data queue

e Optimal source/relay profile is a separable policy.
e Source performs single user throughput maximization with respect to its own energy arrivals.

e Relay forwards as many of the received bits as possible, satisfying data causality and energy

causality.
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Two Hop Relay Channel without Energy Cooperation I

energy

Ti

og(l+7)=3

AWGN
j@ ‘ Channel

data queue

_»

data queue

Ifi

‘

R

e Separable policy, source maximizes its own throughput.
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Two Hop Relay Channel without Energy Cooperation I

Ti

energy
queue

Channel

L @
S

data queue

zfi

_]‘—>
R

data queue

Separable policy, source maximizes its own throughput.

Relay tries to send as much as it can.
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Two Hop Relay Channel without Energy Cooperation I

Ti

energy
queue

AWGN
Channel

— ‘—>
S

data queue

—~ me -

data queue

zfi

R

Separable policy, source maximizes its own throughput.

Relay tries to send as much as it can.

1 bit sent to destination, 2 bits remaining at the relay.

End-to-end throughput is 1 bit.

59

AWGN
Channel




Two Hop Relay Channel with Energy Cooperation I

energy
queue

-
—_ e

data queue

S

4x0.5=2

log(1+3) =2

AWGN
Channel

_»

_»

data queue

R

e Source sends less data, but some energy to assist the relay.
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Two Hop Relay Channel with Energy Cooperation I

Ti

energy
queue

AWGN
_>:. ‘ — 7 | Channel

S

data queue

zfi

log(1+3) =2

.
— He -

data queue

Source sends less data, but some energy to assist the relay.

Relay uses this extra energy to forward more data.
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Two Hop Relay Channel with Energy Cooperation I

Td

energy
queue

AWGN
_>:. ‘ — 7 | Channel

S

data queue

_»

data queue

zfi

.

R

Source sends less data, but some energy to assist the relay.

Relay uses this extra energy to forward more data.

2 bits sent to destination, O bits remaining at the relay.

End-to-end throughput is 2 bits.
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End-to-end Throughput Maximization I

e Maximize end-to-end throughput

1 _
max —log (1 + P;
;2 g(1+5)

1~
i~
A

1~
™
*Z

—9;), Vk
i=1 i=1
k _ k
Y P<) (Ei+ad;), Vk
i=1 i=1
£ _ &
Zilog(l—kﬂ)ﬁzilg(l—kP) Vk

~
I
p—
~
I
p—

e subject to:
— Data causality at the relay node
— Energy causality at both nodes

— (Possibly) non-zero energy transfers

e Solution could be identified only in special cases.
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Case I: Higher Initial Relay Energy I

S E
T

Ei+Ey| eeeo-. " — Jource energy arrivals F;

- = Relay energy arrivals E;

. = > slot number ¢
1 2 ... 1 1+1 ... T

e Higher initial relay energy and single intersection with source energy curve

e Covers the case when the source is energy harvesting and all relay energy is available initially
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Case I: Higher Initial Relay Energy I

Y Eik
T
Zi:l L
> Ei
=11
LI I ;;\\‘
D
! o
P o
--------------- -
St
_ PO
E1 + E2 - \\\0\
E + Fy : ............. 0\\\’ — Source energy arrivals F;
i - = Relay energy arrivals E;
-m (@B + Ei)/(1+a)
— Min of E; and (aF; + E;)/(1 + «)
m 1 Optimal policy

= slot number 7

i+1 ... T

e Since source energy is low initially, no energy transfer until the intersection

OE;+E;
o+1

e Form a new energy profile min ( ,E;) and maximize throughput

e Source and relay powers are matched to ensure relay data queue is empty.
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Case II: Non energy harvesting source and energy harvesting relay I

Y Ei
Zz'Tzl Ei :- ------
E !
pam - )
Ey + B, pmmm-- ) - - - Relay energy arrivals

. — Source energy arrivals

Eifcaa-- )

» slot number ¢

1 2

e All source energy is available initially

e Relay is energy harvesting
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Case II: Non energy harvesting source and energy harvesting relay I

STE; S K
----- .
4
4
4
4
14
.
”
4
. T E——— )
_ _ ' " ]
Er+ By + a0 Toott S - - - Relay energy arrivals
p===-- ;," = Source energy arrivals
! ,o' = = = Relay energy arrivals after transfer
- ! '/ — Source energy arrivals after transfer
Ei+ad Loaaos 3 5/ = == Optimal relay policy
L2, — Optimal source policy
= slot number ¢

e Transferring energy at a slot can only increase relay powers after that slot.

e Since source is not energy harvesting, energy transfer at first slot is optimal.

_ . = 5*
f(E1+81,E2,...,E )_Elog(1+ - )

o f(Ey,...,E7) is the maximum number of bits for arrivals (Ey,...,Er).
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Gaussian Two Way Channel with Energy Cooperation I

e Energy harvesting users with deterministic energy arrivals E;, E;

e One-way wireless energy transfer with efficiency 0 < a0 < 1.

energy energy
queue queue

o
-

User 1 User 2 data queue

data queue

e Physical layer is a Gaussian two-way channel:

NnN=X1+X+M
H=X1+Xo+M

N1, N, are Gaussian noises with zero mean and unit power.
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Capacity Region I

Ry
A

et
e Convex region, boundary is characterized by solving
Lo 1 _
‘max 01=log(1+P)+06,=-log(1+P;)
Pi71)i7 6i i=1 2 2

.t (6,P,P) e F

e Point 1 is achieved by 6 = 0: no energy transfer.
e Point 3 is achieved by 6 = E: full energy transfer.
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Water-filling Approach I

The solution to the optimization problem is given by generalized two-dimensional directional

water-filling algorithm.
Transfer energy from one user to another while maintaining optimal allocation in time.
Spread the energy as much as possible in time and user dimensions.

Now we give a numerical example for ) = 0, and o = 1.
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Numerical Example I

E =1[0,12,0] mJ E = [6,6,0] mJ

OFF OFF
12
A
User 1 :
|
|
|
|
|
Y
9@ 0
OFF OFF
User 2
6 6
-
| |
| |
Y Y
1 2 3
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Numerical Example I

E=[0,12,0] mJ E = [6,6,0] mJ

ON ON

12
A
User 1 :
|
|
|
|
|
Y
X X:
ON ON
User 2
6 6
-
| |
| |
Y Y
1 2 3
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Numerical Example I

ON ON

E =1[0,12,0] mJ E = [6,6,0] mJ

User 1
6 6
e
[ |
[ |
Y Y
0 I OFF 2
OFF. . . OFF
ON ON
2 4
— —
User 2
4 4 4
A } }
Y Y Y
0 1 2 2
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Numerical Example I

E=1[0,12,0) mJ E = [6,6,0] mJ

ON ON

User 1
6 6
A A
[ |
[ |
Y Y
0 L ofF 2
OFF. . ‘ ON
ON ON
User 2
4 4 4
T
Y Y Y
( 1 2
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Numerical Example I
E =[0,12,0] mJ E = [6,6,0] mJ

ON ON

User 1
5.1 5.1
F
| |
Y ¥
@ @ @&
ON ON
— —
User 2
4.6 4.6 4.6
S
| | |
Y Y Y
0 1 2 3
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Numerical Example I

> S

User 1
4.8 4.8
ot
' |
! Y
’ I oFrF 2 3
EX XL
ON ON
1.2 9.
— —
User 2
4.8 48 48
| I |
Y Y Y
0 i . .

76



Numerical Example I

E =0,12,0] mJ E = [6,6,0] mJ

User 1

User 2

|- — _>bo
| — _»H;
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Numerical Example I

E =0,12,0] mJ E = [6,6,0] mJ

User 1

User 2

|- — _>bo
| — _»H;
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Numerical Example I

E=1[0,12,0] mJ E =[6,6,0] mJ

OFF OFF
12
A
User 1 :
|
|
|
|
|
v 2
X X:
OFF OFF
User 2

[J%]
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Numerical Example I

ON ON

1

E =1[0,12,0] mJ E = [6,6,0] mJ

2

A
User 1 :
|
|
|
|
|

Y
L oFF 2

3
. OFF
ON

0
OFF.

ON

User 2
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Numerical Example I

E=1[0,12,0) mJ E = [6,6,0] mJ

ON ON

User 1
6 6
A }
| |
| |
Y ¥ |
0 L oFF 2 3
OFF. ‘ . OFF
ON ON
User 2
4 4
} A
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Numerical Example I

ON ON

User 1
6 6
A A
[ |
[ |
Y y
0 I oFr 2 3
@ @ ®°
ON ON
User 2
4 4
A A
0 1 2 3

82



Numerical Example I

E =1[0,12,0] mJ E = [6,6,0] mJ

ON ON

User 1
5.1 5.1
A A
| |
Y ¥
@ @ @~
ON ON
User 2
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Numerical Example I

ON ON

E =1[0,12,0] mJ E = [6,6,0] mJ

User 1
4.8 4.8
A A
| |
Y Y
@ @ @~
ON ON
User 2
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Numerical Example I

ON ON

E =1[0,12,0] mJ E = [6,6,0] mJ

User 1
4.8 4.8
A A
| |
Y Y
0 T on 2 3
@ @ @
ON ON
User 2
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Numerical Example I

ON ON

E =1[0,12,0] mJ E = [6,6,0] mJ

User 1
4.8 4.8
A A
| |
Y Y
0 T on 2 3
@ @ @~
ON ON
User 2
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Two User Gaussian MAC with Energy Cooperation I

e Energy harvesting users with deterministic energy arrivals E;, E;

e One-way wireless energy transfer with efficiency 0 < a0 < 1.

E; 0; E;
energy energy
queue queue

User 1 User 2 data queue

e

Receiver

data queue
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Capacity Region I

e Convex region, boundary is characterized as maxg. v OR, 6 > 0

e We investigate 01 > 6, and 6; < 0, separately.
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The Case 61 > 0, I

Ry

3
oa=1
a<1% ™.
oo
4 4 R

e In the optimal solution, no energy is transferred.

e Solution is found by generalized backward directional water-filling algorithm.
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The Case 0; < 0, 00 < 1'

Ry

3
a=1
*—0 >
4 4 Ry

e Point 4 is achieved by full energy transfer.

e Energy transfer is necessary to achieve points between 3 and 4.
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The Case 0; < 6, a0 =1 I

Ry

'.3
a=1
a<1% ™.
*—o >
4 4 Ry

e When o = 1, boundary points between 3 and 4 are linear.

e 2.3 and 4 are all sum rate optimal.
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Conclusions for Energy Cooperation Scenarios I

Energy harvesting users with infinite capacity batteries.

Energy transfer capability in an orthogonal channel in one way.

Energy transfer provides a new degree of freedom to smooth out the energy profiles.
Optimal policies identified for Gaussian two-hop relay, two-way and MAC channels.
End-to-end throughput maximization for the two-hop relay channel.

Capacity regions for two-way and MAC channels.
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Information Theory of Single-User Energy Harvesting Communication I

e Energy is not available up front, arrives randomly in time.
e Energy can be saved in the battery for future use.

e Transmission is interrupted if battery energy is run out.

e What is the highest achievable rate?

E;

|

|

(

. Xi LY -
Encoder ., Decoder
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Classical AWGN Channel I

2

j\lf
Xi LI Y
Encoder .

—_—

W

Decoder

o AWGN channel:

Y=X+N

e Average power constraint:

e AWGN capacity formula with an average power constraint P:

1
C= ilogz(l + P)
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Achievability in the Classical AWGN Channel I

e Generate codebook with 1.1.d. Gaussians with zero-mean, variance P — €.

1 2 n

transmit 1 2

w w w ]

|

power = P —¢, wp. 1

2nR

e By SLLN, codewords so generated obey the power constraint w.p. 1,

1 & s
_ZXi —P—€g, wp.1
i=1
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Energy Harvesting AWGN Channel Model (£, = ) I

E;

|

N;

}
Y
- XZ =/\ »- — .
Encoder ., Decoder

Code symbols are constrained to the battery energy at each channel use:

k k
YXxP<YE, k=12..n
i=1 i=1
Energy harvesting: n constraints.
Average power constraint: a single constraint, k = n.

E|E] = P:

Battery storage capacity is

96



Achievability in the Energy Harvesting AWGN Channel: Major Concerns

e If we generate an i.i.d. Gaussian codebook with zero-mean, variance P — €.

1 2 n
1 L codeword
2 energy| energy
AN
N
harvested
energy
w w ) -
transmit 1 n
1 2 n
w [ ] ] [ |
power = P —¢, w.p. 1
277R

e How do we design the codebook such that:

— all codewords are energy-feasible for all channel uses.

e Do we need energy arrival state information:

— causally, non-causally or not at all, at the transmitter and/or receiver.
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The Capacity with Energy Harvesting I

+E; +Fs +FE,
X, X5 . . . . . X,
—X? -X3 -X;

e Upper bound: Average power constrained AWGN capacity:
1
C< 5 log(1+P)

e This is an upper bound because:

— Average power constraint imposes a single constraint:

1 & 1 &
- Y X7 < - Y Ei — P (by SLLN)
i=1 =1

l

— While energy harvesting imposes n constraints:

n

ixf <YE, k=1,..n
i=1 i=1

e QOur contribution: This bound can be achieved.
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Achieving the Capacity I

Probability of error: decoding error and violation of energy constraints

A first approach:
Design a codebook that obeys all n energy constraints.

An alternative approach:
Design a simple codebook and show the insignificance of energy shortages.

We will follow the second approach.

Two achievable schemes:
1) Save-and-Transmit Scheme

2) Best-Effort-Transmit Scheme
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Save-and-Transmit Scheme .

Save energy in the first 4(n) channel uses, do not transmit.

In the remaining n — h(n) channel uses, send i.i.d. Gaussian signals.
Saving period of &(n) channel uses makes the remaining symbols feasible.
Choose h(n) € o(n) so that saving incurs no loss in rate, i.e., i(n) /n — 0.

Rates < 3 log(1+ P) are achievable.

npP energy arrival

—_

\
energy expenditure

0 0 0 Xh(n)+1 Xh(n)+2 """ Xn—1 Xn
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Best-Effort-Transmit Scheme .

X;: 1.1.d. Gaussian.

S(i): battery energy in the ith channel use.

If S(i) > Xiz, put X; otherwise put O to the channel.

Mismatch between the codewords and the transmitted symbols.

Battery energy updates:
S(i+1)=S3) +E — X71(S(i) > X7)

Since E[X?] = P — ¢, only finitely many symbols are infeasible.
Finitely many mismatches. Inconsequential for joint typical decoding.

Rates < 3 log(1+ P) are achievable.
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Energy Harvesting AWGN Channel Model (£, = 0) I

Energy  E; Es . E;

arrival é I ! é
!

Amplitude 4,—‘_,—\—

constraint

N;
Causal
information 1
X Y
— Encoder ' ' Decoder —— .
w L/ W

At the ith channel use, 1.1.d. E; energy arrives
Xi| < VE;
Alphabet E of energies is finite. For simplicity, binary: E = {E,E;}

The transmitter knows energy arrivals causally.

The receiver does not know energy arrivals.
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The Channel Model I

e A state dependent channel with side information at the transmitter.

e At realization E of the energy arrivals, the channel is

1 o2
p(y|x,E) = e 7, x| <VE

V21

e Combination of
— Smith’s static amplitude constrained AWGN channel

— Shannon’s channel with side information at the transmitter
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Smith’s Amplitude Constrained AWGN Channel I

In 1971, Smith studied static amplitude constraints:

| N o
p(ylx) = e 2, x| <A

V21

At each channel use, channel symbol is amplitude constrained to A.

Csn(A) = max I[(X;Y
s (4) = max 1(X:)

This is a convex functional optimization problem.

The capacity achieving input distribution is discrete.

T |

—A A
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Shannon’s Channels with Side Information at the Transmitter .

The state-dependent channel p(y|x,s), s € S
i.i.d. states with P(s =s;) = pj,.
s 1s available causally at the transmitter, not available at the receiver.

Shannon proved in 1958 that

Csp = maxI(T;Y)
p(T)

T is the extended input T = [T1,..., T|s|] with

N
p(y‘t — (tla"'vtb'\)) - Zpsip(y‘tivsi)
i=1
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Shannon’s Channels with Side Information at the Transmitter I

e Shannon strategy: codewords are |S| X n matrices.

1 2 n
1
2
1 2 n
a
W w b
c
Statesequence. a b a ¢ b
2nR
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Capacity of AWGN Channel with Time-Varying Amplitude Constraints

e Applying Shannon’s result,

Csp = maxI(T;Y)

p(T)
o T =[11,T>]
p1 _0-)?  py L)
t,h) = ——e 2 +-—e 2
p(y’ 1 2) \\/ﬁ ) \\/ﬁ )
11 |<VEQ 0 |<VE

e If E is observed, the channel symbol needs to satisfy |X| < VE.
e The capacity achieving distribution is discrete.

[T1, T»] takes values from a finite set in R
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Structure of the Optimal Mass Points I

e Symmetric with respect to (0,0)

e Constrained to the shaded area

® d] = \/El and ay = \/Ez
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Structure of the Optimal Mass Points I

e If a; and a; are sufficiently small: binary

to

e If a; and a; are increased: ternary

to

t
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Structure of the Optimal Mass Points I

e If a; and a; are increased: quaternary

/ "

e If a; and a; are increased: quintuple

(2
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Experimental Observation of the Optimal Mass Points I

e Experiments are based on verification of the necessary optimality conditions.
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Other Scenarios for AWGN Channel with Energy Arrivals I

e If the energy arrival information is available at both sides
Csi@borh = P1Csm(ar) + p2Csm(az)

® d| = \/El and ay = \/Ez.

e If there is an infinite capacity battery:

1
C= 5 log, (14 p1E1 + p2E»)
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AWGN Channel with On-Off Energy Arrivals I

On-off energy arrivals: E1 =0, E, = E > 0.
Energy E arrives with probability p,,,.

No energy arrives with probability p, =1 — p,,

o1 — 1)
pylt) = p;’;e—yz + _;:”e 5 , 1| <VE

Pon determines the power of transmission.
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AWGN Channel with On-Off Energy Arrivals I

e p,, affects the turning point from binary to ternary.

e Define U(p,,) as the amplitude at which the turn occurs.

N
o
o1
T
1

Pon
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AWGN Channel with On-Off Energy Arrivals I

e £ =2.25and p,, is varying.

e Capacity achieving distributions are always binary.

0.7 T T T T
+ Emaa: =00
0.6
Csi@both

< 051 —f—
3
<
S 0.4f .
A
©
E
£ 03 .
o
©
o
S

0.2 i

0.1 T

O 1
0 0.2 0.4 0.6 0.8 1

Pon
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AWGN Channel with On-Off Energy Arrivals I

® p,, =0.5and E is varying.
e Capacity achieving distributions are also varying.

e When state information is available at both sides, same as Smith.

0.9 |
—0— Epgr = 0
081 Csi@both I
——
0.7 ¢ i
m
[%2]
=}
~ 06f .
(8]
P uaternar
< 0.5 q y |
S binar ternary
y
2
& 0.4 ]
Q.
I
(@]

0.3 R

0.2

0.1F 42 > i
w ternary quaternary

0 2 4 6 8 10 12
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Conclusions .

Capacity of energy harvesting AWGN channel under two extremes.

When battery capacity is E;;; = oo:

— Transmitter/receiver do not need energy arrival information.
— Equal to the AWGN channel capacity with average power E [E;] = P.

— Save-and-Transmit Scheme and Best-Effort-Transmit Scheme

When battery capacity is Ej,;;, = 0:

— Transmitter has causal energy information, receiver has no information.
— Smith’s static amplitude constraints and Shannon’s causal side information

— Discrete signaling is optimal.

Open problem: When battery capacity E,, is finite.
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