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ireless com-
m u n i c a t i o n s 

systems are par-
ticularly vulnera-

ble to security 
attacks because of the inherent open-
ness of the transmission medium. In 
this article, we focus on guaranteeing 
confidentiality against eavesdropping 
attacks where an unauthorized entity 
aims to intercept an ongoing wireless 
communication, and we provide a 
comprehensive summary of recent 
advances in the area of physical-layer 
security that guarantees confidential-
ity by using cooperative techniques 
unique to the wireless medium. 
These cooperative techniques consist 
of carefully designed coding and 
signaling schemes that are able to 
harness the properties of the physical layer and to ensure 
some level of information-theoretic security.

IntroductIon 
The first approach to information-theoretic security goes back 
to Shannon’s 1949 paper [1], where he describes a special case 
of what is now known as the wiretap channel, in which a 
legitimate transmitter wishes to have secure communication 

with a legitimate receiver in the pres-
ence of an eavesdropper. Shannon’s 
model considers noiseless bit-pipes 
between these three entities, which is 
to say that the observations of the 
legitimate receiver and the eavesdrop-
per are identical and requires an 
information-theoretic level of secu-
rity, meaning that the eavesdropper’s 
observation should not leak any infor-
mation about the transmitted mes-
sage. In this setup, Shannon shows 
that the legitimate parties can achieve 
information-theoretically secure 
communications provided they share 
secret keys; see Figure 1(a). Denoting 
the message as W and the secret 
key as K, Shannon’s one-time 
pad approach requires the legiti-
mate transmitter to send ,X W K5=  

which both the legitimate receiver and the eavesdropper receive. 
The legitimate receiver further XORs the received signal with 
the key K to retrieve the message W. Shannon showed that, if 
each key is uniform and used only once, hence the name one-
time pad, then the signal X leaks no information about the mes-
sage W to the eavesdropper, as it is statistically independent of 
the message. Unfortunately, the key length should then be as 
large as the size of the message, which is often too costly to 
implement efficiently.

This pessimistic conclusion has resulted in the birth 
of public-key cryptography, i.e.,effectively abandoning 
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information-theoretic security in lieu of 
computation-based security, which relies on 
computationally hard problems, such as fac-
toring integers into prime numbers and 
computing discrete logarithms, which need 
to be computed by adversaries in a timely 
manner to eavesdrop successfully on the 
communication [2], [3]. Concurrently, 
Wyner has introduced the noisy wiretap 
channel [see Figure 1(b)], where both links 
from the legitimate transmitter to the legit-
imate receiver and the eavesdropper are 
noisy and the eavesdropper gets a degraded 
version of the legitimate receiver’s observa-
tion [4]. For this model, Wyner has deter-
mined the secrecy capacity, defined as the 
supremum of communication rates to the 
legitimate receiver at which one can guar-
antee reliability and information-theoretic 
security against the eavesdropper. Wyner’s notion of informa-
tion-theoretic security relaxes Shannon’s definition by requiring 
that [( / ) ( ; )] ,lim n I W Z1 0n

n ="3  i.e., the eavesdropper’s obser-
vation Zn leaks a vanishing rate of information about the mes-
sage W in the limit of large coding length n. This requirement is 
called weak secrecy and is often criticized because it allows the 
eavesdropper to gather a nonvanishing amount of informa-
tion about W. Wyner’s definition can be strengthened to 

( ; ) ,lim I W Z 0n
n ="3  i.e., requiring the eavesdropper’s observa-

tion to leak a vanishing amount of information, which is known 
as strong secrecy. Nevertheless, both requirements are much 
stronger than merely requiring the eavesdropper to have non-
zero probability of error, and their operational significance is 
that the eavesdropper is completely confused about the message 
and no better informed than if it were not observing any signal 
at all. It is worth mentioning that both 
strong and weak secrecy constraints result 
in the same secrecy capacity [5], [6].

Wyner’s result has uncovered the fact 
that, if the eavesdropper’s observation is a 
degraded version of the legitimate user’s 
observation, information-theoretically 
secure communication between the legiti-
mate users is possible while keeping the 
eavesdropper completely ignorant of the 
secure message, without using any secret 
keys. Subsequently, Csiszár and Körner 
have generalized Wyner’s result to general, 
not necessarily degraded, wiretap channels 
[7], determining the secrecy capacity for 
this general wiretap channel. Their result 
has shown that even when the eavesdropper 
is not degraded with respect to the legiti-
mate user, information-theoretically secure 
communication between the legitimate 
users is possible by exploiting the inherent 

randomness in the communication channel to the advantage of 
the legitimate users. The fundamental difference between cryp-
tography and information-theoretic security is depicted in 
Figure 2: cryptography operates at higher layers of the protocol 
stack via encryption, while information-theoretic security oper-
ates at the physical layer by exploiting the inherent randomness 
in the communication channel via appropriate signaling and 
channel coding.

The secrecy capacity for a general wiretap channel is 
given by

 ( ; ) ( ; )maxC I V Y I V Z
,

s
V X Y Z

= -
" "

, (1)

where the mapping from V, the message carrying signal, to X, 
the channel input, is called channel prefixing. When the wiretap 

[FIg1] (a) Shannon’s wiretap channel with noiseless bit-pipes and keys. (b) Wyner’s 
wiretap channel with noisy channels.
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Ŵ

Z
Alice

Eve

W
X Y

Bob

Ŵ
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channel is degraded, i.e., the channel input X, Bob’s channel 
output Y and Eve’s channel output Z satisfy the Markov chain 

,X Y Z" "  there is no need for channel prefixing, and V X=  
selection is optimal [7], and the secrecy capacity reduces to

 ( ; ) ( ; )maxC I X Y I X Zs
X

= - . (2)

Equations (1) and (2) show that secrecy is a relative concept, 
involving the difference of rates going to Bob and Eve. The 
secrecy capacity in (2) is achieved with what is known as sto-
chastic encoding, where every message is associated with multi-
ple codewords to confuse the eavesdropper. With the message 
rate Cs and confusion rate ( ; )I X Z , Bob is able to decode both 
the secure message and the confusion message, since his chan-
nel can resolve combined messages at rates up to ( ; );I X Y  on the 
other hand, all messages look equally likely to Eve because her 
channel’s resolvability is limited 
to ( ; ) .I X Z  Channel prefixing in 
(1) shows another aspect of rela-
tiveness of the concept of secrecy. 
From the data processing inequal-
ity, using a prefixed channel 
reduces both the useful rate from 

( ; )I X Y  to ( ; )I V Y  and the leakage 
rate from ( ; )I X Z  to ( ; ).I V Z  How-
ever, a careful selection of V may 
increase the difference in (1), by 
decreasing ( ; )I X Z  relatively more than ( ; ),I X Y  hence the need 
to use channel prefixing, in general. For the Gaussian wiretap 
channel, which models a nonfading wireless communication 
channel, a Gaussian channel input maximizes both mutual 
information terms as well as the difference of the mutual infor-
mation terms in (2), and hence the secrecy capacity equals the 
difference of the channel capacities of the legitimate link CB and 
the eavesdropping link CE [8]. Assuming ,C CB E$

 .log logC C C P P
2
1 1

2
1 1s B E

B E
2 2v v

= - = + - +c cm m  (3)

We note, for future reference, that the secrecy capacity in 
(3) does not scale with the transmit power P of the legitimate 
transmitter. That is, as P goes to infinity, Cs converges to a 
constant. The cost of providing information-theoretic secrecy 
is often measured in terms of secure degrees of freedom 
(s.d.o.f.), defined as the ratio of the secure communication 
rate Rs to ( / ) log P1 2  in the limit of infinitely large P, i.e., 
s.d.o.f. [( / ( / ) )],lim logR P1 2P s= "3  relative to its counterpart, 
the degrees of freedom, i.e., the same asymptotic behavior of 
rate without the secrecy constraint. Thus, we observe that 
the Gaussian wiretap channel incurs a severe penalty for 
secrecy, having reduced its degrees of freedom from one to 
zero for secrecy.

A crucial assumption behind the wiretap channel model, 
which is also used throughout this article, is the knowledge of 
the eavesdropper’s channel statistics, i.e., the probability distri-
bution of the eavesdropper’s channel. In that respect, we 

restrict ourselves to “honest-but-curious” eavesdroppers, who 
abide by the protocols and do not attempt to jam or tamper 
with the transmission. More sophisticated eavesdroppers may 
inject signals into the communication channel [9] and/or tam-
per with the statistics of the communication channel by alter-
ing their own effective channels by moving around [10]. 
Nevertheless, the coding techniques presented hereafter play a 
key role in generalizing the models to more adversarial situa-
tions [10]–[12]. While we will not consider such models in this 
article, we will consider the effects of knowledge of the instanta-
neous realization of the channel gains at the legitimate trans-
mitters via an alignment example [13] in the section 
“Cooperative Jamming by Alignment.” In the following sec-
tions, we will overview major cooperative secrecy techniques 
developed for the physical layer. Our emphasis will be on pre-
senting their basic rationale and operating principles. We 

refer the reader to the papers 
where they were originally pro-
posed and to the subsequent 
papers where they were extended 
and applied to different scenarios 
for detailed performance evalua-
tions and comparisons, e.g., [12] 
and [14]–[25]. In addition, for 
clarity and brevity, we will not dis-
cuss in detail some of the imple-
mentation challenges specific to 

cooperative schemes, whether they incorporate secrecy con-
straints or not, such as challenges related to self-interference 
cancellation in full-duplex relaying/jamming operations. We 
refer the reader to the growing body of theoretical and experi-
mental research in this area, e.g., [26] and [27].

cooperatIve JammIng by gauSSIan noISe
In a network of transmitters and receivers, if reliability is the 
only concern, then to maximize the achievable reliable rate of 
a given transmitter-receiver pair, all other independent trans-
mitters must remain silent as the signals they transmit will 
only cause interference at the receiver. However, when secu-
rity is an added concern, independent transmitters can 
improve the secrecy rate of a given transmit-receiver pair by 
transmitting signals. This phenomenon was first discovered in 
[28] and further developed in [14] and [29]; in these works, 
the term cooperative jamming was coined to describe such 
collaborative approaches to secrecy at the physical layer of a 
multiuser system. One interpretation of this phenomenon has 
to do with the relative nature of secure communications and 
the fact that the achievable throughput in secrecy is equal to 
the difference in the rates of the legitimate channel, and the 
eavesdropper’s channel, similar to (3). When a sender trans-
mits signals that are independent of the intended message, 
these signals create interference for both the legitimate 
receiver and the eavesdropper, limiting both of their decoding 
capabilities, and reducing both of their reliable decoding rates. 
However, the net effect of this jamming may be an increase in 

a Further InterpretatIon 
oF thIS phenomenon IS that 

by tranSmIttIng SIgnalS, 
Independent tranSmItterS can 
InJect addItIonal randomneSS 
Into the channel, WhIch may 

be deSIgned to Favor the 
legItImate uSerS.



 IEEE SIGNAL PROCESSING MAGAZINE [19] SEPtEMbER 2013

the difference of the rates and hence an increase in the achiev-
able secrecy rate between the legitimate pair. In other words, 
while any independent transmission jams the legitimate 
receiver and the eavesdropper simultaneously, this may yield a 
net gain for the legitimate users.

Cooperative jamming [14], [28], [29] was originally proposed 
for a multiple access wiretap channel [30], where multiple legiti-
mate users wish to have simultaneous secure communications 
with an intended receiver in the presence of an eavesdrop-
per; for instance, Figure 3(a) shows a two-user multiple access 
wiretap channel where Alice and Charlie wish to have simulta-
neous secure communication with Bob over a multiple access 
channel in the presence of Eve. In this context, it was noted that 
to maximize the sum secrecy rate of the system, a user (Charlie) 
who has a stronger channel to the eavesdropper (Eve) than to 
the intended receiver (Bob) should cease sending message car-
rying signals and instead help by sending independent identi-
cally distributed (i.i.d.) Gaussian noise signals. Since Charlie has 
a stronger channel gain to Eve than to Bob, his jamming is 
more detrimental to Eve than Bob, thus increasing Alice’s 
achievable secrecy rate.

Cooperative jamming can also be interpreted based on the 
potential necessity of channel prefixing in secure communica-
tions [31]. In channel prefixing, the channel input becomes a 
random function of the message carrying signal via the Markov 
chain , .V X Y Z" "  In a Gaussian channel, we can choose the 
channel input X as a noisy version of the message carrying sig-
nal, for instance as ,X V U= +  where V and U are independent 
and Gaussian. In this case, U is an additional independent signal 
that is inserted into the channel in addition to the message car-
rying signal V. The purpose of U is to further confuse the eaves-
dropper by jamming her. In one extreme when ,V 0=  the entire 
transmitted signal becomes a jamming signal, ,X U=  which 
does not carry any messages.

A further interpretation of this phenomenon is that by trans-
mitting signals, independent transmitters can inject additional 

randomness into the channel, which may be designed to favor 
the legitimate users. While the original cooperative jamming in 
[14], [28], and [29] was done by using i.i.d. Gaussian signals 
over a multiple access channel, the concept of cooperative jam-
ming is much more widely applicable and, in fact, has become 
an integral part of achievable schemes in many multiuser exten-
sions of the wiretap channel, as will be discussed in the sequel. 
In addition, the manner in which jamming can be implemented 
is not restricted to i.i.d. Gaussian signals, and several more 
effective cooperative jamming mechanisms have been discov-
ered, including cooperative jamming based on structured sig-
nals [23], [32] and cooperative jamming with interference 
alignment [13], [33]–[35], as will be discussed in the sequel.

It is worth mentioning that a related concept called noise for-
warding was proposed in [36] for the Gaussian relay channel. In 
this approach, a helper relay terminal, effectively a cooperative 
jammer, transmits additional randomness in the form of randomly 
chosen (noninformation carrying) codewords from a known code-
book instead of transmitting i.i.d. Gaussian noise signals, thus tak-
ing over the responsibility of generating randomness from the 
original transmitter. The major difference between cooperative 
jamming with Gaussian noise and noise forwarding is that, in the 
latter, by choosing the rates appropriately, the legitimate user can 
be enabled to decode the confusion signal, hence receiving a clean 
information-carrying signal whereas the eavesdropper’s channel 
remains jammed; while in the former, both legitimate and eaves-
dropping links are jammed simultaneously. These strategies can 
outperform one another depending on the channel conditions. 
Both strategies have been used to extend the concept of multiuser 
secrecy to networks of relays in [21].

While it was originally devised for a multiple access channel, 
as illustrated in Figure 3(b), the concept of cooperative jam-
ming naturally extends to multiuser and multiantenna system. 
By denoting by ( , , )h h hM2 1f= +  the vector of channel gains to 
Bob, ( , , )g g gM2 1f= +  the vector of channel gains to Eve, and 
by ( , , )x x xM2 1f= +  the vector of jamming signals emitted by 

[FIg3] (a) a multiple access wiretap channel. (b) a wiretap channel with M helpers.

W1

W2

X1

X2

Y

Z
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the helpers, achievable rates with i.i.d. Gaussian helper signals, 
are of the form

 
h Qh g Qg

log logR h P g P
2
1 1 2

1 1s
B

T
E

T2
1
2

2
1
2

v v
= +

+
- +

+
c em o, (4)

where Q is the covariance matrix of x. For the case of multiple 
independent helpers, all of the transmitted helper signals need to 
be independent, implying that the covariance matrix Q must be 
diagonal. In this case, the denominators will reduce to sum of 
powers of the helpers multiplied by squared channel gains plus the 
power of the ambient Gaussian noise. On the other hand, for the 
case of a multiple-antenna helper, xi can be arbitrarily correlated, 
and we will be free to choose Q to maximize the achievable secrecy 
rate. In this case, we may choose Q orthogonal to h and eliminate 
the cooperative jamming signal from the legitimate receiver’s 
channel output. However, an optimal Q will balance minimizing 
interference at Bob and maximizing interference at Eve and will 
aim to maximize the difference of the log terms in (4). Further, (4) 
illustrates the interplay between signaling and coding for security 
at the physical layer. On the one hand, appropriate signaling, e.g., 
through the choice of the powers and direction of cooperative 
jamming signals, gives an advantage to the legitimate receiver 
over the eavesdropper; on the other hand, coding (i.e., stochastic 
encoding) translates this advantage into a secure communication 
rate. Consequently, multiantenna processing techniques that aim 
at controlling direction and strengths of signals can play an 
important role [12], [15], [19], [37]. However, in general, coding 
and signaling must be jointly designed to achieve a desired level of 
information-theoretic security.

cooperatIve JammIng by Structured codeS
Although transmitting i.i.d. Gaussian noise is arguably a conve-
nient signaling strategy to limit the reception capability of the 

eavesdropper, it could also hurt the intended receiver and result 
in zero s.d.o.f. as noted earlier. References [23] and [32] have 
proposed to let the jammer send signals with certain structure 
and found that it improved the achievable secrecy rate for chan-
nel models where the jamming signals could not be nulled out 
at the intended receiver. One such example is shown in 
Figure 4, in which the transmitter sends X1 while the coopera-
tive jammer sends .X2  Let Z1 and Z2 denote the real zero-mean 
additive Gaussian channel noise observed by the intended 
receiver and the eavesdropper, respectively. We assume 

, ,Z i 1 2i =  has unit variance. The intended receiver observes 
.X X Z21 2 1+ +  The eavesdropper receives .X X Z1 2 2+ +  

An achievable secrecy rate for this channel model is 
{ ( ; ) ( ; ), }.max max I X X X Z I X X X Z2 0( ) ( )Pr PrX X 1 1 2 1 1 1 2 21 2 + + - + +  

If ( )Pr X1  and ( )Pr X2  are chosen to be Gaussian, then the 
achieved secrecy rate is zero because the jamming signal hurts 
the intended receiver more than it harms the eavesdropper. 
However, as shown in Figure 4, if X1 and X2 have certain struc-
ture, so that they are aligned at the eavesdropper but remain 
separable at the intended receiver, a positive secrecy rate is 
in fact achievable. This is done as follows: let the binary 
representation of X1 and X2 be , , , , ..., ,a a a0 0 0L L 1 0-  and 

, , , , ..., , ,b b b0 0 0L L 1 0-  respectively, where ais and bis are binary 
bits. The signal component in the observation made 
by the intended receiver, ,X X21 2+  is then given by 

, , , , ..., , ,b a b a b aL L L L1 1 0 0- -  from which the intended receiver 
can extract the value of , , ...., ,a a aL L 1 0-  except for a couple of 
least significant bits which may be corrupted by Z1. On the 
other hand, X1 and X2 are perfectly aligned at the eavesdrop-
per’s end in terms of the position of the zeros. Let 

,mods a b 2i i i= +  and ci be the carrier of .a bi i+  Then the 
eavesdropper observes , , , , ..., , .c s c s c sL L L L1 1 0 0- -  Ignoring the 
effect of channel noise ,Z2  we observe that the eavesdropper 

knows the value of ai  only when ,a bi i=  
which happens with probability 0.5. There-
fore, each ai could support a secrecy rate of 
0.5 bit per channel use. Let Rs denote the 
secrecy rate achieved. Then with this 
scheme, we have shown that R 0s 2  and 

( / ) . .lim R L 0 5L s ="3

Designing good structured codes for 
cooperative jamming has attracted signifi-
cant interest in the last few years. Let the 
average transmission power of the transmit-
ter and the cooperative jammer be P. Refer-
ences [23] and [32] have used layered 
nested lattice codes and integer lattice 
codes and proposed a scheme achieving non-
zero s.d.o.f. for the channel model in Figure 
4 for all values of the channel gain h  except 
when .h 1=  In particular, the s.d.o.f. equal 
to /1 2 can be achieved using real interfer-
ence alignment when h  is an algebraic 
irrational number. Subsequently, [33] also 
used real interference alignment and showed [FIg4] cooperative jamming with structured codes.
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that s.d.o.f. equal to /1 2 are indeed achiev-
able whenever h  is any irrational number. 
The principle of the achievable scheme is 
illustrated in Figure 5. Let ( , )C a Q  denote 
the set { , ( ), , ( ), }aQ a Q a Q aQ1 1f- - - -  
for a positive integer Q and scaling factor a. 
Both X1  and X2 take values from ( , )C a Q . 
The eavesdropper’s observation, ,X X1 2+  
takes values from the set ( , ).a QC 2  It can be 
verified that ( ; ) .I X X X 11 1 2 1+  On the 
other hand, when h  is irrational, it can be 
verified that X h X1 2+  can take ( )Q2 1 2+  
possible values, each corresponding to a 
unique pair ( , ).X X1 2  Let dmin denote the 
minimal distance between any pair of 
these possible values. It can be shown that 
one can choose a and Q such that both 
Q and dmin  increase with the transmission power P. The increase 
of dmin  implies that the probability of decoding errors 
decreases with P while the increase in Q implies that X1 can be 
used to represent more bits. Using these properties, one can 
prove that ( ; )I X X h X1 1 2+  also increases with P. Since 

( ; ) ,I X X X 11 1 2 1+  we observe that the achievable secrecy rate 
{ , ( ; ) ( ; )}max I X X h X I X X X0 1 1 2 1 1 2+ - +  increases with P, as 

well. References [34] and [35] have recently provided the con-
verse and proved that s.d.o.f. cannot exceed /1 2 for any ,h  so 
that the performance of a scheme based on real interference 
alignment is optimal for almost all possible values of ;h  see the 
next section for details.

cooperatIve JammIng by alIgnment
As we have seen so far, cooperative jamming arises as an impor-
tant tool used in achievable schemes as part of the channel pre-
fixing procedure. In fact, it proves useful in all multiuser 
extensions of the wiretap channel, including the multiple access 
wiretap channel, relay eavesdropper channel, interference chan-
nel with confidential messages, interference channel with exter-
nal eavesdroppers; see, for example, [23]. Therefore, a 
fundamental canonical channel structure in multiuser wiretap 
channels becomes the wiretap channel with helpers, i.e., coop-
erative jammers, which is shown in Figure 3(b). In this channel 
model, there is a legitimate transmitter-receiver pair, which 
wishes to have secure communication in the presence of an 
eavesdropper, and there are helpers which can transmit signals 
that are independent of the message. This channel model gener-
alizes the single cooperative jammer model we have covered so 
far, and reduces to what we have when we focus on the individ-
ual secure rate of a single user in a multiple access wiretap 
channel or in an interference channel with an external eaves-
dropper [23], [30]. In such channels, remaining legitimate 
transmitters act as helpers. It also encompasses the relay eaves-
dropper channel with relay as the deaf helper [36].

Helper nodes can increase the secrecy rate of the legiti-
mate pair by transmitting signals. In particular, as in the orig-
inal cooperative jamming scheme, the helpers may transmit 

i.i.d. Gaussian signals to improve the secrecy rate of the legiti-
mate pair [14], [28], [29]. However, such i.i.d. Gaussian coop-
erative jamming signals do not improve the s.d.o.f. The s.d.o.f. 
is still zero in this case as in the canonical Gaussian wiretap 
channel with no helpers. Such i.i.d. Gaussian signals maxi-
mally jam the eavesdropper but also maximally hurt the legiti-
mate user’s decoding capability. As discussed in the previous 
section, [23] and [38] achieved positive s.d.o.f. by using nested 
lattice codes in a Gaussian wiretap channel with a helper. For 
the Gaussian wiretap channel, with a single helper, previously, 
[39] and [33] achieved s.d.o.f. of 1/4 of as a symmetric individ-
ual rate on the two-user interference channel with external 
eavesdroppers and on the multiple access wiretap channel, 
respectively. Additionally, [23] and [38] achieved a s.d.o.f. 
of 1/2 using integer lattice codes if the channel gains are irra-
tional algebraic numbers. Recently, [34] and [35] showed that 
s.d.o.f. of 1/2 can be achieved for almost all channel gains by 
using cooperative jamming and real interference alignment, 
and also provided a converse to show that, in fact, this is also 
an upper bound, establishing the s.d.o.f. capacity. These refer-
ences also determined the s.d.o.f. for the case of M helpers to 
be [ / ( )].M M 1+

The achievable scheme that is based on structured coopera-
tive jamming and real interference alignment is illustrated in 
Figure 6 for the M-helper case, when .M 2=  The legitimate 
transmitter divides its message into M parts. Each helper sends 
a cooperative jamming signal. All of the M cooperative jam-
ming signals are aligned in the same dimension at the legiti-
mate receiver to occupy the smallest signal space to allow for 
maximum signal space that can be used by the messages. All of 
the M submessages are separable at the legitimate receiver 
because they are in different irrational dimensions. On the 
other hand, each cooperative jamming signal is aligned with a 
message signal at the eavesdropper to protect it. This align-
ment makes sure that the information leakage to the eaves-
dropper is upper bounded by a constant. Therefore, each 
message signal is protected by one of the cooperative jamming 
signals at the eavesdropper. In this achievable scheme, both the 

[FIg5] real interference alignment.
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legitimate receiver’s and the eavesdropper’s channel state infor-
mation (CSI) are used to align message signals and cooperative 
jamming signals simultaneously at the legitimate receiver and 
the eavesdropper in the desired manner. More recently, [13] 
showed that s.d.o.f. of [ / ( )]M M 1+  can be achieved without any 
eavesdropper CSI at the legitimate transmitters. This achiev-
able scheme is illustrated in Figure 7. In this scheme, the legit-
imate transmitter sends M parts of the message together with 
one part cooperative jamming signal. This can be interpreted 
as the legitimate transmitter applying channel prefixing to map 
its message carrying signal to the channel input. All of the 
helpers again send cooperative jamming signals. By using only 
the CSI of the legitimate receiver, all of the M 1+  cooperative 
jamming signals are aligned in the same dimension only at the 
legitimate receiver to occupy the smallest signal space. All of 
the message signals and cooperative jamming signals are 
received at random dimensions at the eavesdropper, and there 
is no strict alignment there. However, one extra cooperative 
jamming signal coming from the legitimate transmitter 
ensures that M 1+  cooperative jamming signals span all of the 
signal space where message signals reside, limiting the decod-
ing capability of the eavesdropper.

Finally, these ideas of using cooperative jamming signals and 
alignment can be used in other network structures to deter-
mine exact sum s.d.o.f. Reference [35] shows that the exact sum 
s.d.o.f. of a two-user interference channel with confidential 
messages is 2/3 and the exact sum s.d.o.f. of a K-user multiple 
access wiretap channel is [ ( ) / ( ) ],K K K K1 1 1- - +  giving 2/3 
for the two-user case.

explIcIt codeS For 
cooperatIve JammIng
While the fundamental limits of cooperative 
jamming and the related signal processing 
techniques are now reasonably well under-
stood, much less is known about the design 
of explicit and low-complexity codes that are 
required to achieve the performance pre-
dicted by information theory. Nevertheless, 
recent works on coding for the wiretap 
channel have highlighted the usefulness of 
low-density parity-check (LDPC) codes [40], 
[41] and polar codes [42] to provide infor-

mation-theoretic secrecy. In this section, we discuss how such 
constructions extend to cooperative physical-layer security by 
discussing codes for cooperative jamming.

For brevity and clarity, we consider the two-user multiple 
access wiretap channel illustrated in Figure 3(a), in which the 
legitimate users Alice and Charlie wish to transmit secret mes-
sages W1 and ,W2  respectively. We also ignore reliability and 
solely focus on the design of codes that provide secrecy. The 
messages are encoded into codewords of length n, denoted by 
Xn

1 and ,Xn
2  respectively, while the eavesdropper observes the 

symbol-wise interference Zn of the codewords through a mem-
oryless channel with transition probabilities ;p |Z X X1 2  in other 
words, the eavesdropper obtains signals through a multiple 
access channel. The objective of the legitimate receivers is to 
design codewords whose interference is detrimental to the 
eavesdropper, hence the objective is to achieve the opposite 
result of traditional coding for the multiple access channel.

As illustrated in Figure 8, the key ingredients that enable 
cooperative security are the use of nested codes together with 
randomization in the encoding process, i.e., stochastic encod-
ing, at both legitimate users. The codeword Xn

1 transmitted by 
the first legitimate user is determined not only by the secret 
message ,W1  but also by an auxiliary message W1l chosen uni-
formly at random. Similarly, the codeword Xn

2 transmitted by 
the second legitimate user is determined by the secret message 
W2 and an auxiliary message W2l. One can therefore think of 
the codebook of each user as the union of nested subcodebooks, 
each indexed by a different secret message. In Figure 8, subcode-
books consist of the lines of the codebook tables. The main chal-

lenge is then to find explicit 
techniques to construct the 
codebooks and the subco-
debooks. We describe next 
two design philosophies 
that can be used to obtain 
explicit codes.

1) Secrecy from capac-
ity-achieving codes for the 
multiple access channel: 
This first design philosophy 
is based on the observation 
that the mutual information 

[FIg7] the achievable scheme for the wiretap channel with M-helpers, based on cooperative jamming 
and real interference alignment, without eavesdropper cSI.
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rate [( / ) / ( ( , ; ))]n I W W Z1 n
1 2  can be upper 

bounded as [14], [43]

( , ; ) ( ),n I W W Z C R R O P1 n
e1 2 1 2MAC# - - +l l

(5)

where CMAC denotes the capacity of the mul-
tiple access channel ,p |Z X X1 2  [( / ) /R n11 =l

( ( ))]H W1l  is the rate of the subcodebooks for 
User 1, [( / ) / ( ( ))]R n H W12 2=l l  is the rate of 
the subcodebooks for User 2, and Pe denotes 
the probability of decoding error of auxil-
iary messages over the same multiple access 
channel. Therefore, a sufficient condition to 
guarantee secrecy is to use subcodebooks 
such that R R C1 2 MAC.+l l  and ,P 0e .  i.e., 
subcodebooks that are capacity achieving 
for the multiple access channel. In general, 
finding capacity-achieving codes for arbi-
trary channels is challenging, but the 
capacity-approaching properties of spatially 
coupled LDPC codes for the multiple access 
channel provide a partial solution. By appropriately puncturing 
spatially coupled LDPC codes for the multiple access channel 
[44], one can obtain the multiple subcodebooks required to 
guarantee secrecy, and show that information rates as low as 
10 3-  are leaked to the eavesdropper [44]. Note, however, that 
such a construction only guarantees that the eavesdropper 
obtains a negligible rate of information.

2) Secrecy from channel resolvability codes for the 
multiple access channel: A second design philosophy is 
to understand the mutual information ( , ; )I W W Zn

1 2  as 
a Kullback–Leibler divergence and to upper bound it as 
[45] ( , ; ) ( , )I W W Z p m m D

,
n

m m1 2 1 2
1 2

#/  ( ),p q| ,Z W m W m Zn n
1 1 2 2 <= =

where qZn is some arbitrary distribution of the eavesdropper’s 
observations and p | ,Z W m W mn

1 1 2 2= =  is the distribution of the 
observations induced by the subcodebooks indexed by m1 and 

.m2  Therefore, a sufficient condition to ensure secrecy is to 
use subcodebooks that always generate the same distribution 

.qZn  Codebooks that induce a specific distribution at the output 
of a multiple access channel are known in information theory 
as multiple access channel resolvability codes. Few channel 
resolvability codes are known but, in the case of symmetric 
channel, polar codes can be used to induce a uniform distribu-
tion [42]. Hence, by puncturing polar codes for symmetric mul-
tiple access channels, one therefore obtains the subcodebooks 
of a cooperative jamming code. Although such a code ensures 
that the eavesdropper obtains negligible information, which is a 
stronger guarantee that the previous approach, symmetric mul-
tiple access channels are not suitable models for wireless chan-
nels, which presently limits the range of applications.

cooperatIon In netWorkS oF relayS
In this section, we consider a network of cooperating partners 
and allow for passive as well as active cooperation. In particular, 
we have a legitimate transmitter and a legitimate receiver 

wanting to have secure communication in the presence of an 
eavesdropper. In addition, we have a network of N relays, who 
are willing to help the legitimate pair. Here, we divide the possi-
ble ways in which trusted nodes can help the legitimate pair 
into two: passive (deaf) cooperation, where the cooperating 
partner either does not hear the transmitted signal from the 
legitimate transmitter or even if it hears it, ignores it. Coopera-
tive jamming and noise forwarding concepts we have discussed 
so far fall into this category. Active cooperation, where the 
cooperating party explicitly utilizes its overheard information to 
reinforce the message carrying signal in the air by transmitting 
signals correlated with it. For clarity, we restrict our attention 
to cooperation schemes with relays employing decode-and-for-
ward (DAF), although other relaying schemes are also possible.

In [21], for the case of a single deaf helper, necessary condi-
tions for each of cooperative jamming with Gaussian noise and 
noise forwarding to yield a secrecy rate higher than the secrecy 
capacity of the underlying Gaussian wiretap channel are 
obtained. In particular, the following conclusion is reached: 
Depending on the relative location of a helping node with 
respect to the destination and the eavesdropper, a helping node 
may either be a useful cooperative jammer or a useful noise for-
warder but not both at the same time, or it may not be useful at 
all as a deaf helper. Another problem with significant practical 
importance is the problem of relay selection in multiple relay 
networks in the secrecy context. For example, [16] proposes a 
scheme that enables an opportunistic selection of two relays to 
increase security where one relay uses DAF strategy while the 
other uses cooperative jamming strategy. In [17], again the idea 
of employing cooperative jammers in a multiple relay network 
to improve security is adopted, where the eavesdroppers may 
collude. Reference [21] considers applying both cooperative 
jamming and noise forwarding strategies in multiple relay net-
works to improve the secrecy rates that were achieved when 

[FIg8] coding for cooperative jamming. each legitimate user randomizes his encoding 
with auxiliary messages.
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only cooperative jamming with Gaussian noise is used. The 
objective is to select a set of , ,K K N#  relays that act as the best 
deaf helpers. In the special case of ,K 1=  the optimal strategy is 
obvious and requires O(N) computations. The general relay 
selection problem, i.e., the case where ,K 12  has exponential 
computational complexity; [21] proposed a suboptimal multiple 
deaf helper selection strategy, which selects at most K relays 
over at most K selection stages in which the source and the 
relays negotiate to identify the deaf helpers to be selected one by 
one in a greedy fashion.

The second mode of cooperation for secrecy we consider is the 
active mode of cooperation in which a relay listens to the source 
transmissions and uses its observation to improve the achievable 
secrecy rate. This model with a single relay is developed in [36]. 
Reference [22] considers DAF-based cooperation for secrecy in 
multiple relay networks and proposes three different strategies 
based on DAF with zero-forcing (DF/ZF). In the first strategy, all 
the relays decode the source message at the same time, then 
perform beamforming by transmitting scaled versions of the 
same signal to the destination; see Figure 9(a). In this strategy, 
all the relays’ signal components can be eliminated from the 
eavesdropper’s observation, i.e., full zero-forcing can be 
achieved. Although this strategy is simple and allows for full 
zero-forcing, it has an obvious drawback, which is that the 
relays which are far from the source could possibly create a bot-
tleneck that limits the achievable rate. To overcome this draw-
back, in the second strategy, the relays are ordered with respect 
to their distances from the source and they perform DAF in a 
multihop fashion [see Figure 9(b)], i.e., the closest relay decodes 
the source message first, forwards it (with the help of the 
source) to the second closest relay, and so forth until it reaches 
the destination. Thus, if the total number of the relays is T, then 
the transmission of each message block is done in T hops. This 
strategy overcomes the bottleneck drawback of the first strategy. 
However, given that all the relays transmit fresh information in 
every transmission block, only half of the relays’ signal compo-
nents can be forced to zero at the eavesdropper. That is, only 

partial zero-forcing is possible in this strategy. To achieve full 
zero-forcing in the second strategy, one needs to set half of the 
relays’ signal components to zero. Based on this observation, 
the ( / )T 2 -hop third strategy combines the advantages of the two 
aforementioned strategies in an efficient way. That is, the 
achievable rate is not limited by the worst source-relay channel 
as in the first strategy, yet we can eliminate all the relays’ sig-
nals from the eavesdropper’s observation. In this strategy, the 
relays are ordered with respect to their distances from the 
source and then grouped into clusters of two relays per cluster. 
The source transmits the message to the relays in the first clus-
ter (closest to the source), which decode the message and for-
ward it (with the help of the source) to the relays in the second 
cluster and so on so forth until the message is forwarded to the 
destination; see Figure 9(c). The relays in each clusters do not 
have any direct communication among them. By properly 
adjusting the signal coefficients at the relays, one can zero-force 
all the relays’ signals at the eavesdropper. Hence, in typical situ-
ations, this strategy provides a reasonable compromise between 
the first two strategies.

Secrecy agaInSt cooperatIng partnerS
So far, we have described the methods by which cooperative 
behavior of the legitimate parties can provide and improve 
secrecy of the system, mainly cooperative jamming. In this 
section, we consider a different paradigm and study the inter-
actions arising between cooperation and secrecy in channel 
models where the potential cooperating partners (helpers) are 
also potential eavesdroppers. In these models, all nodes are 
active participants of a network and are motivated to improve 
each others’ rates; however, they would also like to keep their 
own messages as confidential as possible. Hence, in these mod-
els, each user eavesdrops despite helping the other user. That 
is, the users are untrusted but unmalicious, usually called 
honest-but-curious parties. Such communication scenarios 
have practical applications. For instance, a transmitter can 
broadcast distinct contents intended for different receivers. 

[FIg9] (a) multiple relay single-hop strategy. (b) multiple relay T-hop strategy. (c) multiple relay ( / )T 2 -hop strategy.
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The transmitter would want each receiver to decode only 
the content they paid for (or subscribed to) and be unable 
to decode the other content they have not paid for (or not sub-
scribed to). However, since both receivers are valid members of 
the transmitter’s network, they have incentive to (or are 
required to) help each other. Similarly, there can be military, 
governmental, banking, or other organizational networks, 
where even though multiple users are valid members of a net-
work, they may have different clearance levels with respect to 
the transmitted information. Also, in this scenario, users 
would be required to help each other but would not be allowed 
to decode each other’s message. The main question in this 
context is as follows: Is there a tradeoff or a synergy between 
cooperation and secrecy, i.e., does cooperation cause additional 
leakage of information, in addition to what wireless communi-
cation channel already provides as a result of overheard infor-
mation, or can cooperation improve secrecy by limiting or 
reversing the leakage of information?

The first work addressing this question is [46], which con-
sidered a basic three-node relay network [Figure 10(a)] from a 
secrecy point of view. In the model of [46], the transmitter 
sends a common message to both the legitimate user and the 
relay in addition to a confidential message directed to the 
legitimate receiver, which needs to be kept hidden from 
the relay node. Achievable schemes presented [46] rely on the 
DAF technique. In particular, the relay uses a partial DAF 

strategy where the common message and a part of the confi-
dential message is decoded and forwarded to the receiver. The 
main conclusion that can be drawn from the achievable 
scheme in [46] is that as long as the relay node uses a DAF-
type cooperation, it cannot increase the secrecy rate of the 
transmitter, even though it can increase its achievable rate. 
This conclusion is quite intuitive, because although the relay 
node can increase the rate of the transmitter, it cannot 
increase it beyond the amount that it itself can decode. Conse-
quently, the secrecy rate, which, roughly speaking, is the dif-
ference between the rates of the receiver and the eavesdropper 
(relay in this case), cannot be increased if the relay node uses 
a DAF-type cooperation strategy.

The interaction of cooperation and secrecy in this scenario 
was further studied in [24] by focusing on a special class of relay 
channels. In this special class, there is an orthogonal link 
between the relay and the receiver, and the transmitter has a 
broadcast channel to the relay and the receiver. [24] proposed to 
use compress-and-forward (CAF) for this channel and analyzed 
its performance. From a secrecy point of view, the advantage of 
CAF over DAF is that in CAF, the relay does not need to decode 
the message, and hence, by using CAF, the relay, in addition to 
improving the rate of the transmitter, might also improve the 
secrecy rate of the transmitter. To examine this possibility in 
more depth, let us focus on the special class of Gaussian relay 
channels considered in [24]. In this channel, the receiver 

[FIg10] (a) relay channel. (b) mac-gF. (c) crbc.
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observes , ,Y Y Yt r=^ h  where ,Y X Zt t= +  ,Y bX Zr r1= +  and 
,Y aX Z1 1= +  where , ,Z Z Zt r 1 are independent Gaussian ran-

dom variables with zero-mean and unit-variance. We also 
assume [ ]E X P2 #  and [ ] .E X P1

2 #  For this channel, CAF yields 
the following secrecy rate:

 log logR P N
a P a P2

1 1 1 2
1 1s

c

2
2= + +

+
- +c ^m h, (6)

where [( ) / ( ( ))].N a P b P P1 1 1c
2 2= + + +^ h  We can now com-

pare the rate given in (6) with the corresponding wiretap chan-
nel, where the relay node does not transmit any signal. We first 
note that, in the corresponding 
wiretap channel, secrecy rate is 
zero whenever .a 12  However, 
the rate in (6) can be positive even 
when a 12  if b is sufficiently 
large, i.e., if the relay-receiver link 
is strong enough. Although we 
considered a special class of relay 
channels in this example, the same conclusion holds for the 
general Gaussian relay channel. Here, we observed that CAF can 
increase the secrecy rate with respect to the underlying wiretap 
channel. The basic reason for this is that, using CAF, the relay 
node can increase the overall achievable rate of the network to 
levels which are not decodable at the relay node. This, in effect, 
increases the difference of the rates in the transmitter-relay and 
transmitter-receiver links, which, roughly speaking, corre-
sponds to the secrecy rate.

It has also been shown in [47] that, in the absence of the 
direct link between the legitimate parties, i.e., the two-hop 
model, where all signals to be communicated from Alice to Bob 
have to flow through the untrusted relay, combination of coop-
erative jamming by the destination (Bob), and CAF renders 
communication secure from the cooperating relay. The recent 
reference [48] considers the case where the relay may turn 
malicious and manipulate signals it receives and finds that 
secure communication and detection of such behavior is still 
possible via a combination of structured codes and structured 
cooperative jamming.

Next, we consider more general scenarios where the cooperat-
ing partners are active users who have their own information to 
send as well. First, we consider the multiple access channel with 
generalized feedback (MAC-GF) [Figure 10(b)] where both users 
have their own messages to send, and they both receive feedback 
signals that are correlated with the message of the other user. 
These signals can be used to cooperate and increase the rates; 
however, these signals are also the basis for loss of secrecy. In this 
setup, each user considers the other user both as a cooperating 
partner and also as an eavesdropper. This channel model can be 
considered as a two-sided version of the relay channel, where the 
relaying nodes have their own messages as well. In this channel 
model, we can observe the implications of the actions (i.e., coop-
eration) of one user on the rate and secrecy of the other user, as 
well as on the rate and secrecy of itself. MAC-GF was studied from 
a secrecy point of view first in [49] and [50]. However, in their 

setup, the users were not allowed to cooperate. Consequently, the 
only effect of the feedback signals in [49] and [50] was the loss of 
secrecy and there was no opportunity to observe the interactions 
between cooperation and secrecy. This interaction was studied in 
[51] by allowing users to cooperate. In particular, the reference 
proposed an achievable scheme relying on CAF and showed that 
both users can have secrecy against each other by cooperating via 
a CAF-based cooperation scheme.

Secrecy against cooperating partners was further investi-
gated in the cooperative relay broadcast channel (CRBC) 
[Figure 10(c)] where a transmitter has messages to send to two 

receivers over a broadcast chan-
nel, and there is a one-sided coop-
eration link from User 1 to User 2. 
In this model, User 2 will consider 
User 1 as a cooperating partner 
and also an eavesdropper, and User 
1 will consider User 2 as an eaves-
dropper. This model is studied in 

[25], where a CAF-based achievable scheme is presented to show 
the beneficial effects of cooperation on secrecy. If User 1 does 
not transmit any signals, then the channel becomes a Gaussian 
broadcast channel, and it will be degraded in one of the direc-
tions. Consequently, in the underlying broadcast channel, both 
users cannot have positive secrecy rates simultaneously; only 
the stronger user can have a nonzero secrecy rate. We observe 
that if the first user sends cooperative signals using CAF, then 
both users can have secure communications simultaneously. In 
addition, if the first user is the weaker user, then it can send 
jamming signals to make sure that it itself achieves positive 
secrecy rates. In general, the first user can implement a com-
bined strategy that combines CAF-based cooperation together 
with jamming to provide both users an array of possible secure 
rates. The main conclusion that can be drawn from [24], [25], 
and [51] is that there is a synergy between cooperation and 
secrecy: an untrusted helper can improve secrecy. However, this 
improvement in secrecy critically depends on the form of coop-
eration protocol being used. For example, since in DAF-based 
strategies the helper needs to decode the message, these strate-
gies cannot improve secrecy against an untrusted helper. On the 
other hand, since in CAF-based strategies the untrusted helper 
does not need to decode the message, such strategies may 
improve secrecy.

concluSIonS
In this article, we have provided a summary of recent advances 
in physical-layer security techniques for wireless communication 
systems where cooperating legitimate parties aid in improving 
the secure communication rates. A variety of canonical scenarios 
have been outlined, focusing on succinct results that provide 
fundamental insights. In particular, we have observed that coop-
erative jamming, where legitimate transmitters aid in improving 
secure rates for the system as a whole by transmitting noise or 
structured signals, emerges as a powerful insight to drive signal 
processing algorithms at the physical layer. In networks 

SIgnal proceSSIng technIqueS at 
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involving multiple antennas, signal processing has been used to 
design secure beamforming schemes, and in multiuser and/or 
multiantenna networks signal processing has been used to 
design secure interference alignment schemes. We have also 
observed the merit of relays in providing secure source to desti-
nation rates via various active cooperation schemes when they 
are trusted parties and even when they themselves are prevented 
from decoding the messages they relay. In these cases, signal 
processing steps in toward the design of distributed cooperation 
and relay selection schemes. Signal processing techniques at the 
physical layer can further be utilized for transmitter and receiver 
side processing/filtering for security. In addition, signal process-
ing can be used to bring information-theoretic approaches from 
the asymptotic regime to a finite block-length regime as well as 
in developing practically implementable algorithms. In conclu-
sion, the design of signaling schemes and explicit code construc-
tions for cooperative security at the physical layer thus remains a 
vibrant area for future research. We expect the cooperative tech-
niques discussed in this work to continue to be useful in various 
settings, as well as in new models including more powerful and 
active adversaries.
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