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The Capacity of Private Information
Retrieval From Coded Databases

Karim Banawan, Student Member, IEEE, and Sennur Ulukus

Abstract— We consider the problem of private information
retrieval (PIR) over a distributed storage system. The storage
system consists of N non-colluding databases, each storing an
MDS-coded version of M messages. In the PIR problem, the user
wishes to retrieve one of the available messages without revealing
the message identity to any individual database. We derive
the information-theoretic capacity of this problem, which is
defined as the maximum number of bits of the desired message
that can be privately retrieved per one bit of downloaded
information. We show that the PIR capacity in this case is
C=01+K/N+K?*/N>+... 4+ KM~ NM-1)=1 — 1 4 R, +
RZ 4+ ...+ RM-1)~1 = (1 -R.)/(1 — RM), where R, is the
rate of the (N, K) MDS code used. The capacity is a function
of the code rate and the number of messages only regardless of
the explicit structure of the storage code. The result implies a
fundamental tradeoff between the optimal retrieval cost and the
storage cost when the storage code is restricted to the class of
MDS codes. The result generalizes the achievability and converse
results for the classical PIR with replicated databases to the case
of MDS-coded databases.

Index Terms—Private information distributed

storage, MDS code, capacity, alignment.

retrieval,

I. INTRODUCTION

ROTECTING the privacy of downloaded information

from curious publicly accessible databases has been
the focus of considerable research within the computer sci-
ence community [1]-[4]. Practical examples for this prob-
lem include: ensuring privacy of investors upon downloading
records in a stock market, and ensuring the privacy of activists
against authoritarian regimes while browsing restricted con-
tents from the internet, see [1], [5]. In the seminal paper of
Chor et al. [1], the classical problem of private information
retrieval (PIR) is introduced. In the classical PIR setting, a user
requests to download a certain message (or file) from N non-
communicating databases without leaking the identity of the
message to any individual database. The contents of these
databases are identical, i.e., they are coded using a repetition
code. A trivial solution for this seemingly challenging task is
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to download all of the contents of the databases. However, this
solution is highly impractical, especially for large number of
messages, which is the case in modern storage systems. The
aim of the PIR problem is to design efficient retrieval schemes
that maximize the ratio of the desired information bits to the
total downloaded bits under the privacy constraint.

In the classical PIR problem, the user prepares N queries
each directed to a specific database. The queries are designed
such that they do not reveal any information about the identity
of the desired message. Upon receiving these queries, the data-
bases respond truthfully with answering strings. Based on
the collected answer strings, the user reconstructs the desired
message. In the original formulation of the problem in the
computer science literature [1], the messages are assumed
to have a size of one bit. In this formulation, the perfor-
mance metric was the sum of lengths of the answer strings
(download cost) and the size of the queries (upload cost). The
information-theoretic reformulation of the problem assumes
that the messages are of arbitrarily large size and hence the
upload cost can be neglected with respect to the download
cost [6]. The pioneering work [7] derives the exact capacity
of the classical PIR problem. The capacity is defined as the
maximum number of bits of the desired message per bit
of total download. The achievable scheme is based on an
interesting relationship between PIR and blind interference
alignment introduced for wireless networks in [8] as observed
in [9]. Reference [10] extends this setting to the case of T
colluding databases with and without node failures. The main
difference from the non-colluding case is that the user asks for
MDS-coded versions of the contents of the databases. Another
interesting extension of the problem is symmetric PIR [11],
in which the privacy of the undesired messages needs to be
preserved against the user as well.

Due to node failures and erasures that arise naturally in any
storage system, redundancy should be introduced [12]. The
simplest form of redundancy is repetition coding. Although
repetition coding across databases offers the highest immunity
against erasures and simplicity in designing PIR schemes,
it results in extremely large storage cost. This motivates
the use of erasure coding techniques that achieve the same
level of reliability with less storage cost. A common erasure
coding technique is the MDS code that achieves the optimal
redundancy-reliability tradeoff. An (N, K) MDS code maps
K sub-packets of data into N sub-packets of coded data.
This code tolerates upto N — K node failures (or erasures).
By connecting to any K storage nodes, the node failure can
be repaired. Despite the ubiquity of work on the classical
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PIR problem, little research exists for coded PIR with a
few exceptions: [13] which has initiated the work on coded
databases and has designed an explicit erasure code and PIR
algorithm that requires only one extra bit of download to
provide perfect privacy. The result is achieved at the expense of
having the number of storage nodes N grow with the message
size. Reference [6] considers a general formulation for the
coded PIR problem, and obtains a tradeoff between storage
and retrieval costs based on certain sufficient conditions.
Reference [5] presents the best-known achievable scheme for
the MDS-coded PIR problem, which achieves a retrieval rate
of R = 1—R,, where R, is the code rate of the storage system.
The scheme is universal in that it depends only on the code
rate. Finally, [14] investigates the problem from the storage
overhead perspective and shows that information-theoretic PIR
can be achieved with storage overhead arbitrarily close to the
optimal value of 1 by proposing new binary linear codes called
the k-server PIR codes.

In this paper, we consider the PIR problem for non-
colluding and coded databases. We use the information-
theoretic formulation. We formulate the problem such that
each message is a matrix that consists of K columns, while the
number of rows can grow arbitrarily large to conform with the
conventional information-theoretic arguments. We assume that
the contents of the databases are coded using a linear (N, K)
storage code with a generator matrix H. We do not assume
any specific structure on the generator matrix of the distributed
storage code other than the linear independence of every K
columns' and that the encoding is performed independently
over the rows, i.e., the rows/messages are not mixed.2>3
This condition is equivalent to restricting the storage code
structure to MDS codes. Note also that the dimensions of
the generator matrix (N, K) are not design parameters that
can grow with the message size as in [13]. This formulation

IFor the converse proof, the linear independence requirement of every K
columns in H is not strictly needed. In fact, from the converse point of
view, any storage code that enforces the contents of every K databases to
be statistically independent leads to the same upper bound even if the code
is not linear. In this paper, the linear independence assumption, which is
equivalent to having an MDS code, is important for the construction of the
achievable scheme (see Section IV) that relies on solving K linear equations,
in addition to creating an instance of statistical independence that is needed
in the converse proof.

2By non-mixing MDS code, we mean that each message is encoded
separately. Furthermore, we assume that each row within each message is
encoded separately as well. This assumption is made to enable the MDS code
to be flexible enough so that the code structure makes sense for every message
size L, which is needed to characterize the capacity in the Shannon sense
(i.e., as L — oo). Here we give a concrete example: if Wi = (ay, -+, a4),
and Wy = (b, -+, by) and they are encoded via a (3, 2) non-mixing MDS
code, then each message is arranged in 2 rows. Each row is encoded separately,
for example, row 1 is encoded as (ay, ap, aj + az), and row 2 is encoded as
(a3, a4, a3 + a4), and similarly for W,. Note that this example MDS code
neither mixes messages, nor the rows of each message. The results of this
paper are restricted to such non-mixing code structures and hence the qualifier
“non-mixing” is dropped.

3We note that in [6, Example 2], an example for a mixing (3, 2) MDS code
for M = 2 is presented. In this case, letting W| = (ay, ap), Wao = (b1, by),
database 1 stores (ajy, ap), database 2 stores (b, by) and database 3 stores
(a; + by, ar + bp). This code mixes W, W, in database 3. Reference [6]
provides a retrieval scheme for this specific code that achieves a retrieval rate
of %, which is higher than the capacity of non-mixing (3,2) MDS codes
(C = %). The characterization of the capacity of mixing MDS codes is an
interesting open problem.
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includes the models of [7] and [5] as special cases. We show
that the exact PIR capacity in this case is given by C =
K | K? M-\ 2
(I +5+8+ +55) = Q+R+ R+ +
RMHT! =
code rate R, and the number of messages M irrespective
of the generator matrix structure or the number of nodes.
Surprisingly, the result implies the optimality of separation
between the design of the PIR scheme and the MDS storage
code for a fixed code rate. The result outperforms the best-
known lower bound in [5]. The result reduces to the repetition-
coded case (which is a special case of MDS codes) in [7]
by observing that R. = - in that case. The achievable
scheme is similar to the scheme in [7] with extra steps that
entail decoding of the interference and the desired message
by solving K linearly independent equations. The converse
proof hinges on the fact that the contents of any K storage
nodes are independent and hence the answer strings in turn are
independent. We present two lemmas that capture the essence
of the converse proof, namely, interference lower bound lemma
and induction lemma. The proof of the induction lemma uses
Han’s inequality to lower bound the entropy of any K answer
strings. These lemmas generalize the converse technique
in [7, Lemmas 5 and 6] to account for MDS coding. By apply-
ing the two lemmas successively for M —1 times, we derive an
explicit upper bound on the retrieval rate for the PIR problem
from MDS-coded databases. A different converse proof that
uses the assumption that the answer strings are symmetric
without loss of generality can be found in the conference
version of this paper [15].

The PIR capacity depends only on the

II. SYSTEM MODEL

Consider an (N, K) MDS-coded distributed storage system
storing M messages (or files). The messages are independent
and identically distributed with

HW) =L, iefl,---,M} (D
HWi, Wy, -+ ,Wy) =ML 2)
The message W;, i € {1,---,M} is a FgXK matrix with

sufficiently large field IF,, such that L x K = L. The elements
of W; are picked uniformly and independently from F,.
We denote the jth row of message W; by wg.l] € IF;( . The

generator matrix of the (N, K) storage code H is a IE‘;( xN
matrix such that

H=[h h hy ]y 3

whereh; € Ff i e {1,--- , N}.* For an MDS code, any set K
of columns of H such that |IC| < K are linearly independent.

4We note that the assumption of encoding each row with the same generator
matrix is indeed without loss of generality and is made to simplify the
presentation. If each row is encoded via a different MDS generator matrix,
i.e., the jth row of message i is encoded via H' ], the capacity is still given by
Theorem 1. For the achievable scheme, we note that the scheme downloads K
coded symbols directly from the databases with no further processing. This
suffices to decode the entire row because the MDS property is still valid
for each row. The converse proof still holds since the contents of every K
databases are statistically independent and hence Lemma 1 is still valid.
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coding every row via generator matrix H € IF;( *N

w[li] (hl W1 | hl w1

hLwi )
wld | |

5 I 1
i N length codeword

Fig. 1. Coding process for message W;.

The storage code f; : wg.i] — y’[f]j on the nth database maps

each row of W; separately into coded bit y,Ei]j, see Fig. 1,
il =hlwl] (4)

Consequently, the stored bits y, € Fg’[ L on the nth database,

n € {l,---, N} are concatenated projections of all messages

{Wi,---, Wy} and are given by
Wi

Yn = h, (5
Wy
T 1] T 1 7T (2] T [2]
:[hnwl ...hnwl hnw h
T [M—1] T IM—1] ¢ T [M] T [M]

B wi = T wl T T wiM)nT ]

(6)

The explicit structure of the coded storage system is illustrated
in Table L.

The described storage code can tolerate up to N — K errors
by connecting to any K databases. Thus, we have for any set
KC such that || > K,

H(yglyx) =0 )

where yy are the stored bits on databases indexed by K, and
K is the complement of the set K. The code rate of this
distributed storage system R. is given by

R K 8

= (®)

The retrieval process over MDS-coded databases is illus-

trated in Fig. 2. To retrieve W;, the user generates a query

Q,, and sends it to the nth database. Since the user does not

have knowledge about the messages in advance, the queries
are independent of the messages,

1@, ol wy, .-

In order to ensure privacy, the retrieval strategy for the ith
message should be indistinguishable from the retrieval strategy
of Wi, hence, fori e {1,--- ,M}, ne{l,---N}

(Q}['ll]7 A}['ll]9 Wl» ) WM) ~ (Ql[‘ll]’A’[‘ll]’ Wl’ o

s Wu) =0 ©)

» W) (10

1947
TABLE I
EXPLICIT STRUCTURE OF (N, K) CODE FOR DISTRIBUTED
DATABASES WITH M MESSAGES
DBI1 (y1) | DB2 (y2) DBN (y~)
— | hiw" | niw)” hwi!
1 1
5| iwll | nlw) Mo
1 1 1
hfwil | hlw! hfw! ol
2 2 2
« h; WH h; Wg e h%w% j
jegn hiw; hiw; hNW2
4 : :
hfw | hlw? hﬁ ol
hfw)" | hfwi b w”
M M
S | IwlM | plwlM BT wiM!
o
3
5| n WLM] h WLM] hw!! iy

which implies that the queries and answers should be inde-
pendent of the desired message index i, i.e., the privacy
constraint is,

Each database responds with an answer string ALi I which is
a deterministic function® of the received query and the stored
coded bits in the nth database. Hence, by the data processing
inequality,

HAY Wy, )y = HAD QW wy, -, Wy) =0 (12)

In addition, the user should be able to decode W; reliably
from all the answer strings collected from the N databases
with a small probability of error. Consequently, from Fano’s
inequality, we have the following reliability constraint,

Hw; Al Al ol ol — o(1)

where O(LL) — 0 as L — oo. The retrieval rate R for the PIR
problem is the ratio of the size of the desired message to the
total download cost under the reliability constraint (13) and
the privacy constraint (10) for some L € N, i.e.,

H(W;
= N(il)[i], SllbjeCt to (10), (13)
Zn:l H(An )

SWe note that the assumption that the answer strings are deterministic
functions of the queries and the stored information is indeed without loss of
generality and is kept for the simplicity of presentation. The converse proof
can be extended to the case of allowing the databases to use randomized
strategies. In this case, a common randomness should be shared between the
user and the databases. More specifically, we can assume that there exists a
random variable G that is shared between the user and the databases such
that G is independent of (i, Wq.p7), and H(A;;'|Q)", yn, G) = 0. This does
not change the converse lemmas except for conditioning all inequalities on
G. A similar formulation of this idea can be found in [16].

13)

(14)
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Fig. 2. System model of the coded PIR problem.
The PIR capacity C is the supremum of R over all retrieval the PIR capacity is given by
schemes as L — oo. 1—R
In this paper, as in [7], we follow a Shannon theoretic for- C= 1 _ RM 5)
mulation by assuming that the message size can be arbitrarily ¢ |
large. Also, we neglect the upload cost with respect to the = Sy (16)
download cost as in [7]. I+ R+ + R .
We note that the described storage code is a generalization (1. K K S K? T KMl 17
of the repetition-coded problem in [7]. If K =1 and h, =1, - N N2 NM-1

n € {l,---, N}, then the problem reduces to the classical
PIR in [7]. In addition, the systematic MDS-coded instance®
presented in [5] is a special case of this setting with h, =
e, n € {l,---,K}, where e, is the nth standard basis
vector.

III. MAIN RESULT

Theorem 1: For an (N, K) MDS-coded distributed data-
base system with coding rate R, K and M messages,

- N

6We note that although the code structure presented in [5] is assumed to be
systematic, this assumption is indeed without loss of generality. The scheme
in [5] is universal and can be applied for any (N, K) MDS code and was
presented for systematic MDS codes for sake of simpler exposition of the
retrieval scheme.

We have the following remarks about the main result.
We first note that the PIR capacity in (15) is a function of
the coding rate R, and the number of messages M only, and
does not depend on the explicit structure of the coding scheme
(i.e., the generator matrix) or the number of databases. This
observation implies the universality of the scheme over any
MDS-coded database system with the same coding rate and
number of messages. The result also entails the optimality
of separation between distributed storage code design and
PIR scheme design for a fixed R.. We also note that the
capacity C decreases as R, increases. As R, — 0, the PIR
capacity approaches C = 1. On the other hand, as R, — 1,
the PIR capacity approaches % which is the trivial retrieval
rate obtained by downloading the contents of all databases.
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Fig. 3. PIR capacity versus R..

This observation implies that a fundamental tradeoff exists
between storage cost and the retrieval download cost when
the storage code is restricted to the class of MDS codes.
This tradeoff conforms with the result of [6]. The capacity
expression in Theorem 1 is plotted in Fig. 3 as a function of
the code rate R, for various numbers of messages M.

The capacity in (15) is strictly larger than the best-known
achievable rate in [5], where R = 1 — R, for any finite
number of messages. We observe also that the PIR capacity
for a given fixed code rate R, is monotonically decreasing
in M. The rate in (15) converges to 1 — R, as M — oo.
Intuitively, as the number of messages increases, the undesired
download rate must increase to hide the identity of the desired
message; eventually, the gain from applying the greedy algo-
rithm in Section IV over the scheme in [5] diminishes. This
confirms that the achievable scheme in [5] is asymptotically
optimal. Our capacity here generalizes the capacity in [7]
where R, = % That is, the classical PIR problem may be
viewed as a special case of the MDS-coded PIR problem with
a specific code structure which is repetition coding.

IV. ACHIEVABILITY PROOF

In this section, we present the general achievable scheme
for Theorem 1. We give a few specific examples in Section V.
Our achievable scheme generalizes the achievable scheme
in [7] which induces symmetry across databases and sym-
metry across messages, and exploits the side information. The
achievable scheme here includes two extra steps due to the
presence of coding: decoding of the interference and decoding
of the desired rows which are not present in [7].

A. Achievable Scheme

The scheme requires L = N™, which implies that the size
of message H(W;) = L = KNY. The scheme is completed
in M rounds, each corresponding to the sum of i terms,
ief{l,---, M}, and is repeated K times to decode the desired
message; see Tables II and III for examples.

1y

2)

3)

4)

5)

1949

Index preparation: The user interleaves the indices of
rows for all messages randomly and independently from
each other, i.e., for any message Wy,

L0yl

i 7e(i)? le{la’L}

(18)
where 7,(-) is a random interleaver used for message
¢ and known privately to the user only. In this case
the rows chosen at any database appear to be chosen
at random and independent from the desired message
index.

Initialization: The user downloads KM~ desired coded
bits from different rows of the desired message W,

from database 1 (DB1) and sets round index i = 1,
i.e., the user starts by downloading the symbols
thxE'"], e ,thx[[;",g,_l from database 1.

Symmetry across databases: The user downloads
KM-=1 (desired bits each from a different row from
each database, i.e., the user downloads from database

2 the symbols hsz[[;",a,_lJrl, BRI hszg’;(]M_,, from
database 3 the symbols hgxg";(]M_,H, e ,hgxg";(]M_,,
--+, similarly  until the user  downloads
hIT\,xE"I:,]_l)KM_IH, - ,hIT\,xE\’,"I]{,V,_1 from database N.

Then, the total number of desired bits in the ith round
is NKM-1,

Message symmetry: To satisfy the privacy constraint,
the user needs to download an equal amount of coded
bits from all other messages. Consequently, the user
downloads (MJI)KM_"(N — K)'~! bits from each data-
base. The undesired equation is a sum of i terms picked
from the remaining undesired messages. To be more
specific, the user downloads the sum h,{ (X%l] + X%Z] +
---—i—xg.fi]) from the rows ji,---,ji € {1,---,L} of
messages {1,---,¢; € {1,---, M} \ m from the nth
database. The specification of rows will become clear in
step 5. Hence, the number of undesired equations down-
loaded in the ith round is N(M ") KM~(N — K)'~1.
Decoding the interference: The main difference of the
coded problem from the uncoded PIR (i.e., repetition-
coded counterpart) is that in order to exploit the
undesired coded bits in the form of side informa-
tion, the interference needs to be decoded first. Note
that we are not interested in decoding the individ-
ual components of each term of the sum, but rather
the components of the aligned sum. To perform this,
we group each K undesired equations to be from
the same rows, i.e., the user downloads the same

sum from the rows ji,---,ji € {l,--- ,L} of mes-

sages {1,---,¢ € A{l,---,M} \ m as thOdN
[€1] [£2] [¢i] T [€1]

(lel +Xj22 ++X]l ), , hn+K*1 mOdN(lel +

X%Z] +-- -+x5.fi]). The rows are chosen in order starting
from row 1, and the index of the row is incremented
whenever K symbols from the same row is down-
loaded. For example: the user downloads thxEZ] from
the undesired message ¢ from database 1, then the user
downloads hzT x!1 from database 2, ---, until the user

downloads hlelf] from database K. Starting from this
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point the user increments the index of the row to 2 and

downloads hz X [] from database K + 1, and so on.
In this case, we have K linearly independent equations
that can be uniquely solved, and hence the corresponding
row of the interfering messages is decoded due to (7).
Therefore, this generates N (") KM=+ (N — g)i=!
side information equations in the form of i term sums.

6) Exploiting side information: The side information gen-
erated in the previous step can be exploited in the
(i + D)th round within the remaining N — K databases
that did not participate in generating them. The side
information is used in i + 1 term sum that includes
the desired message as one of the terms. Since side
information is successfully decoded, it can be canceled
from these equations to leave desired coded bits. Hence,
we can download N(M ") KM-G+D(N — K)' extra
desired coded bits. More specifically, the user downloads

€1] + X[fz] 44 X%;])’ el
h! <) (XaN K—t—x“ +X5§2 +-- '+X5»[[]) from databases
nfn)y=n+K modN, ---, ny-g(n) =n+ N —1
mod N in the (i + 1)th round where xg ™l s the row 6
from the desired message W,,, i.e., the user downloads
the sum of the row from the desired message to the side
information generated in the ith round.

7) Repeat steps 4, 5, 6 after settingi = i+1 untili = M—1.

8) Decoding the desired message: Till this point the
scheme has downloaded one bit from each row of
the desired message. To reliably decode the desired
message, the scheme (precisely steps 2-7) is repeated K
times. We repeat the scheme exactly except for shifting
the order of databases circularly at each repetition for the
desired coded bits. Note that the chosen indices for the
desired message is the same up to circular shift at each
repetition, however we download new undesired coded
bits at each repetition. This creates K different equations
for each row of the message and hence decodable.

9) Shuffling the order of queries: Since all databases know
the retrieval scheme, every database can identify the
desired message by observing the first query only.
By shuffling the order of queries uniformly, all possible
queries can be made equally likely regardless of the
message index. This guarantees the privacy.

the sums hT (n)(x

B. Decodability, Privacy, and Calculation of
the Achievable Rate

1) Decodability: The decodability follows from the MDS
property of the storage code, which states that in a K x N
MDS generator matrix, any K x K submatrix is invertible.
To show decodability formally, let W,, be the desired message
without loss of generality. In each repetition, at the ith
round, the user downloads (M;I)KM’i(N — K)=! symbols
from the undesired messages from every database. These
coded symbols are constructed as the sums of i coded
symbols from some rows, 1e the user downloads the sum
h! (x 5{‘] + ;;2] 4+ o+ x ) from the rows ji,---,J; €
{1,---, L} of messages {’1,~ , 6 € {l,---, M} \ m from
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the nth database. The same sum is downloaded from K
different databases, i.e., the user downloads the same sum from
the rows ji,---,ji € {l,- ,L} of messages l1,---,C; €
{1,---,M}\mash, modN(x[mﬂ +- +x“) ,
erK | mod N(XE.[I‘ + x%z +o X ’]) Since the subma-
trix [h, hy41 mod N h,,+K 1 mod N] 1S an 1nvert1ble
matrix by the MDS property, the sum of rows of x LS
%2] 4+ -4 x is decodable. Note that there are a total of
N(M 1)KM ’(N K)'~! of such symbols in the ith round,
therefore N(Ml 1)KM i=I(N — K)"~! rows can be decoded
as every K sums must be derived from the same set of rows.

These rows are used as side information in the (i + 1)th
round at the remaining N — K databases that do not
contribute to the process of creating these side informa-
tion. The user downloads from databases nj(n) = n + K

mod N, - nN,K(n) = n+ ]}7 -1 mod N the sums
] [£2] [€i]
nl(")(x 1 +X P +X ) nN K(")(XHN T
Ef‘] + xj ] + i1y in the (z + l)th round, where x([gm]

is the row 6; from the desired message W,,, i.e., the user
downloads the sum of rows from the desired message with
the side information generated in the ith round. Since the user
has decoded the sum x\' + x%z 4+ xg.fi], all undesired
symbols can be canceled, and the user is left with the desired
symbols only.

Now, for the desired symbols, we note that the user
downloads from different rows within each repetition.
Since the scheme repeats itself K times with the startln
database shifted circularly, the user 1s left with hT s
h! xl[gm],--- hZJrK ' modet9 Tfor 6 e {1, ,L}.
This creates K linearly independent equations for each row
from W,, by the MDS property. Therefore, all rows can be
decoded reliably.

2) Privacy: The scheme downloads all combinations of
the sums containing i terms in the ith round from each
database. Therefore, the same number of symbols from each
message is queried from each database (specifically, K N¥~!
coded symbols). Note that due to the fact that the user
downloads the symbols (desired/undesired) from K databases
in a circular shift pattern, each row is queried once within
the same database. Thus, the user downloads from K N¥~!
distinct rows from each database from every message. Since
the indices of these rows are chosen randomly and uniformly,
and the order of the queries is shuffled randomly and uni-
formly, the privacy constraint (QE,”,AE,”, Wi, o, Wy) ~
(Q[l] ALI], Wi, .-+, Wy) is satisfied as all the query real-
izations are equally likely regardless of the message index i.

3) Achievable Rate Calculation: In each repetition, at the
ith round, the user downloads the K coded symbols
from N(Mfl)KM_i_l(N — K)=! different rows of each
message distributed among the N databases. From the
described scheme, we note that other than the initial
download of NKM~! coded desired bits, at each round
the scheme downloads N (" KM-G+D(N — K)' desired
equations and N(Y ")KM~{(N — K)"~! undesired equa-
tions. Hence, the total number of desired equations is
KN Ziﬁial (Mfl)KM_l_i(N — K)', and the total number of

undesired equations is KN > M1 (M KkM-i(N — k)i~
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along the K repetitions of the scheme. Therefore, the achiev-
able rate is,
1 total undesired equations

—=1 19
R + total desired equations (19)

ZM—l (Ml_l)KM_l(N . K)i—l

i=1

=14 —— , , (20)
S (KM (N — K
—1 NIjK ziﬁgl (MII)KMflﬂ(N - K)' )1
=1+ NM—1 e2y)
e (S5 () KM Ky - K1)
= NMfl
(22)
K M—1 M-1
—= (N — K
=1+ vr = ) (23)
K
— (1 - RM_l) 24
+ N_K ¢ (24
_N- K RM-! 25)
N—-—K
_ 1= R (26)
1—R.
Hence, R = 11:15\‘4. Note that if K = 1, our achievable scheme

reduces to the one presented in [7]. We note that our scheme
inherits all the properties of the scheme in [7], in particular,
its optimality over any subset of messages.

V. EXAMPLES

In this section, we give two explicit examples for our
scheme. Without loss of generality, we assume that the desired
message is Wi.

A. (5, 3) Code With M =2

Initially, sub-indices of all messages are randomly and
independently interleaved. For this case, we will have M =2
rounds and then K = 3 repetitions; see Table II. We begin
round one by downloading KM~! = 3 coded bits for the
desired message (message Wj) from every database, e.g.,
we download thxE”,thxgl],thxg” from database 1, and
similarly for databases 2-5 by database symmetry. By message
symmetry, we download another 3 coded bits from W> from
each database. Note that for the undesired message, we group
every K = 3 databases to download from the same row,
e.g., we download thgz], hszgz], h3Tx52] from databases 1-3,
hfxgz], hSTxgz], thxg2ﬁ from databases 4,5,1, and similarly for
the remaining databases. By downloading 3 linearly indepen-
dent equations for every row, we solve for the interference
generated by W, and create 5 useful side information rows
for round two, which are rows XEZ] to ng] from W>.

In round two, we download sums of the coded bits from
Wi, W,. Since each of the rows XEZ] to ng] is decoded from
3 databases, we can exploit these side information to download
further coded bits from W; in the remaining N — K =
2 databases that do not participate in decoding this row.
For example, we use XEQ] in databases 4,5 by downloading

the sums hZ(xElg] + XEZ]), and hST (XEO] + XEZ]) and similarly

1951

for the rows ng] to ng]' This creates extra 10 decodable

equations in round two in the form of a sum of the two
messages. At this point symmetry exists across databases and
within messages, and all the interference from the undesired
message W» is decoded and exploited. However, until this
point, we downloaded one equation from every row of Wj.
To reliably decode Wi, we need to repeat the previous steps
a total of K = 3 times by shifting the starting database in
a circular pattern, e.g., in reﬁetit[ilon 2, we download new

equations for the rows XEI], xg , X3 ! from database 2 instead

of database 1 in repetition 1, and xé[‘l], xgl], xgl] from database
3 instead of database 2, etc. As a final step, we shuffle the order
of the queries to preclude the databases from identifying the
message index from the index of the first downloaded bit.
Since we download symmetric amount of Wi, W> from
each database and their indices are randomly chosen, privacy
constraint is satisfied. Since vectors xl[z],i e{l,---,5} are
downloaded from K databases, their interference is completely
decoded. Hence, they can be canceled from round two. Finally,
we repeat the scheme 3 times with circular shifts, every desired
row is received from K different databases and hence reliably
decoded. The explicit query table is shown in Table II. The

3
. . . . _ 75 _ 5 _ 1,-5
retrieval rate in this case is R = =3 = e

B. (3, 2) Code With M = 3

As in the previous example, the messages are randomly
and independently interleaved. For this case, the scheme is
completed in M = 3 rounds and then repeated for K = 2
repetitions, see Table III. In the first round, we download
KM-1 — 4 coded bits for W; from each database, e.g.,
thxl[”,i e {1,---,4} from the first database. Similarly,
we download one equation from the rows xgl] to xglz] by
applying the database symmetry. We apply message symmetry
to download N (") KM=! = 24 undesired coded bits from
Ws, W3. Every 2 coded bits from the undesired bits are
grouped together to generate single solved side information

vector, e.g., we download as thxE2 s hzT ng] from databases 1,2,

h3T x?], thXEZ] from databases 3,1, and similarly for rows Xgm]
to xﬁm] where m = 2, 3. Hence, we have N(’V"fl)l(""'*2 =12
side information rows to be used in round two.

In round two, we download sums of every two messages.
We exploit the generated side information within the N —

K = 1 remaining database that does not participate in

generating them. For example, we decoded ng] by down-
loading equations from databases 1,2, then we use ng] in
database 3 by downloading the sum hj (XEIS] + XEZ]). Hence,
we can download N(M ")KM=2(N — K) = 12 new coded
bits of W; by using every decoded side information in a
sum of W; with one of W, or W3. These bits are reliably
decoded, since the generated side information can be canceled
from the downloaded equation. It remains to add sums of
W, and W3 to ensure the privacy. Therefore, we download
NM:T)KM=2(N — K) = 6 undesired equations, that will be
grouped further to form N(A/Iz_l)l(""'_3 (N — K) = 3 solved
side information equations in the form of sums of W, and W3.

As an example, we download th (ng] + x?]), h2T (ng] + x?])
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TABLE 1I
PIR FOR CODE (5,3) ANDM =2

DB1 DB2 DB3 DB4 DB5
e b Ny oy Xy

e hTx} hTx[! hTx} hTx}} hT'x}]

JER S I S R

I% e hTx} hl'x} hl'x} hTx; hl'x;

£ hix}) hTx!? hlx. h]x} T}

) hi hTx} hTx” h]x.” T’
£ hT(xlg +x5) | hT(x +x57) | b (x[d +x07) | T (x]d +x17) | hT(xh) +xI)
27| T +x7) | hI(xh) +x) | hI(xh] + xP) | hI(xh] + xP) | hI(xhd + x )

X bl ]! Y]] bl ey

Lol hfx) hfx! fx] i)

= | B hTx] hTx} hTx hTx,’ hT'x}

Ig <] thxg] hQTx[GZ] hgxg] h:fx[f] hgx[f]

% thx[72] hgxg] hgxg] h{xg] hgxgz]

hix;) hTx} hIx{] h]x}) hTx{)
£ hT(xhy +x¢) | hT(xyd +x7) | T (x[7 +x0) | W (xd +x.)) | hT(xly +xi)
27 | nT(xhd +xi) | b + x0) | b +xE) | b + x5 | T+ X))

hTx} hTx} hTx}" hTx)’ hTx!

oo bl hfx T 7!

= | g hix}) hlx]] hlx! h]x hT'x,

£ |8 hTx[7 hTx[7 hTx[7 h]x}) hlx})

& hTx}) hIxl hTx hTxl hTx’)

hTx) hIx) hl,x(] hix hIx}2
2 [ WG+ x| BT+ x)3) | BTG+ xp3) | BT 007+ x| B (g o+ x )
27 | nT(xb] +xi0) | b (b +x19) | b (b +x) | hT (3 +x17) | b (xb +x13)

from databases 1,2. In this case the interference from the rows
ngl + x?] is decoded. Note that we do not solve for the
individual X%z] or x?] but we align them in the same subspace,
and solve for their sum.

In round three, we use the newly generated side information,
e.g., X 4x'), to download extra NMHKMB3(N-K)? =3
desired coded bits in the form of sum of three terms, e.g.,
h3T (x£17] + x?] + x?]). Finally, the previous steps are repeated
K = 2 times to reliably decode W and the queries a}sae shu’gﬂed

for I;rivacy. The retrieval rate in this case is R = 17 = 15 =
1-2 - . .

ﬁ. The explicit query structure is shown in Table III.
-3

VI. CONVERSE PROOF

In this section, we prove the converse for PIR from MDS-
coded databases. The proof extends the techniques in [7] to the
case of MDS-coded databases. The proof presented here does
not use symmetrization arguments or fixing of an individual
query as in the conference version [15], which presents an
alternative proof that provides an alternative perspective.

We need the following lemma which states that in the PIR
problem from (N, K) MDS-coded databases, the answers from
any K databases are statistically independent.

Lemma 1 (Independence of Answers of Any K Databases):
In the PIR problem from (N, K) MDS-coded databases,
for any set IC of databases such that |K| = K, ie., for
mef{l,---, M}

HARNOR) = 2 HAPM oy )
nell
Furthermore, (27) is true if conditioned on any subset of
messages Wg, i.e., form e {1,---, M}
H(AR O, Ws) = 3" H(Al |0, Ws)  (28)
nell

Proof: Consider a set of databases K such that || = K.
We prove first the statistical independence between the vec-
tors {y,,n € K} where y, represents the contents of the
nth database. The contents of set U of databases can be

written as
Wi Wi
[h,, n e K] =

[yn, n e K] = Hie (29)

WM WM

where Hx = [h,, n € K] is a FfXK matrix. By construc-
tion of the distributed storage code, the matrix Hx is an
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TABLE III
PIR FOR CODE (3,2) ANDM =3

DBI1 DB2 DB3
hYx} hf ] hixy’
b’ hf b
by’ b hYx}]
by’ hfx] hYx))
- h{x” hYx” hfx}!
hYx}! b} hYx;
— " by}’ b}’ hfx.”
g hYx} hYxg’ hfxg’
£ hlx;’ hix;’ hix;’
3 hYx’ hfx; hYx;
hYx,’ hfx,’ hfx.
h{x; hYxg hxg

hi (x)q + %) By (x4 + %) by (x5 + %)

o hf (xyq +x3)) by (x) +x5)) hf (xyg + ")

E By (7 + x7) hj (7 + x7) hf (x) +x{)

2 by (xig +x3,)) b (xh + ) hf (xy) +x;)

b (xy +x;) hf (xp +x3) B (x4 +x;)

b (! + x{) by (x5 +x5") hf (x5! +x5")

B oo | BTGl + x5+ ) | B (bl + x +xd) | BT ]+ x4 x))

b’ hfx)” hix]
by hf )’ hYxg
b)) hYx;] b
by}, b’ hfx’
- by hY )y hix)
by by} b
ol by hyx. B
g hYx}) hYx}) hix)
2 by hY ) hYx}]
2 b)) b)) hYx))
by hYx)} hYx)
h{x) hYx;) hYx;)

h{ (x}3 +x3) BJ (xf +x7) hf (xjyf +x])

o hf (xpd +x3) hJ (xid +x17) hf (xy7 + )

E b (xjg +x}g) b (xj + x}g) by (x7 +x]7)

2 by (xh] +x3) hJ (xiq +x15) B (xg +x3)

b (xy +x33) B (xh +x1) hf (3 + x)3)

b ()7 + x17) b ()3 + x13) b (2 + 1)

B oo | B () x5+ x3d) | hE (b + %77 + x47) | b (xh + x50 + Xiq)

invertible matrix. Using [10, Lemma 1] and the fact that ele- where A ~ B denotes that random variables A and B are
ments of the messages are chosen independently and uniformly  identically distributed. Therefore, the contents of the databases
over ]F(II‘XK , we conclude that are statistically equivalent to the messages. Hence, the columns

Wi Wi of [y,, n € K] are statistically independent since the elements

of the messages are independent.
[yn, nell=| & |Hg~ | : (30) Since A" n € K are deterministic functions of (y,, OU"™),

Wy Wy {Al") . n e K} are statistically independent as they are
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deterministic functions of independent random variables.
Therefore, if K = {ny,ny,--- ,ng}

H(AY 0 z HAmM Al olthy 3
= Z H (A" 0l (33)

nekl

where (32) follows from the independence of any K answer
strings, (33) follows from the fact that QE'C"] — QL’”] — AL’"]
is a Markov chain. We note that since coding is applied on
individual messages, conditioning on any subset of messages
Ws with |[Wg| = § is equivalent to reducing the problem to
storing M — § independent messages instead of M messages.
Hence, the statistical independence argument in (28) follows
as before. [ ]

We use Han’s inequality [17, Th. 17.6.1] in a similar way
to [10].

Lemma 2 (Han’s Inequality): Let K < {1,---
that |K| =

, N}, such
K. Then, for any subset of messages Wg,

Viws, o

— > HAWs, Q'"])>—H(A
(K)IC:|’C|:K

(34)

The following lemma characterizes a lower bound on the
interference components in AEIJV that result from the inter-
fering messages Wa.)s which is represented by % — L. The
following lemma is exactly [7, Lemma 5]. The result does
not change due to the distributed storage code introduced in
our problem. We include the proof of this lemma here for
completeness.

Lemma 3 (Interference Lower Bound): The interference
from undesired messages within the answer strings — L,
is lower bounded by,

1 o(L)
L(E—l—i—

5 ) > [(Was; QLN ALNIWY) - (35)
Proof: We start with the right hand side of (35),

L
* R

I(Waurs Q8 AL jwy)

= I (Wau; Ql:N’AlzN’ Wi) (36)
= I(Waupg: O AUy 4 1 (W w1 0UL ALY (37)
2Ms ZN> AN 2:Ms WK 1:N> AN
= I(War; OV D)+ T(Wars AL 1O +01)  (38)
= I(Wau; Al 101 L) +o(L) (39)
= H AL oMy — H@AL 0L Wau) +0(L)  (40)

< Z H(AM) — Hwy, ALY 01 W)
n=1
+HWoML, Al Wan) +o(L) (41)
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L 11| Al
- E - H(W1|Q1 ‘N> WZ:M) - H(AHVIQHV, WI:M)

+o(L) (42)
= % —L+o(L) (43)
. 1 o(L)
_L(E—l—i- L) (44)

where (36) follows from the independence of messages,
(38) and (42) follow from the decodability of W; from
(QEI:}V’ Agl_gv), (39) follows from the independence of the
queries Qllz}\, and the messages W>.)s, (41) follows from the
fact that conditioning reduces entropy, and (43) follows from
the fact that the answers A[llgv are deterministic functions of
(Q1 .v» Wi:m) and the independence of (Wi, Q[lg\,, Wo.pr).

In the following lemma, we prove an inductive relation for
the mutual information term on the right hand side of (35).

Lemma 4 (Induction Lemma): We have the following induc-
tive relationship,

I (Wyeazs OV AV w1

KL (1428
K m] L
>_I(Wm+1M7 QlN’ |W m)+ N
45)
Proof: We start with the left hand side of (45),
I (W Qm Halm 1|W1m 1)
> ) > I(Wm:M; o A= Mwy,, ) @)
K) K:|K|=K
1 _ _
=— > AW A Wi, 087 @)
(K) K| Kl=K
1
=— > HAY Mwi,, 0 (48)
(K) K:|K|=K
1
=— D> > HAI Wy, ., oY) (49)
(K) K:\K|=K nekl
1
== > D HAM Wi, 0 (50)
(K) KCIKI=K nek
1
=— > HA Wi, 00 (51)
(K) K| Kl=K
1
> —— > HA Wi, 0 (52)
(K) K:|K|1=K
K
= NH( 1N|W1m 1,Q ) (53)
K
= 7 W OV AV Wi 1) (54)
K
= N I:I(Wm:MQ Wi, Q]m/\]/, A[ NI Wim— 1) — O(L)] (55)
K
= N [I(Wm'M§ Wm|W1'm71)
I Woar: O AT Wi = o(L)] (56)
K
= [+ 1 Wi O AT W) —o)] 57)

(L
KL(i - *E)

N

K
I W ol A 1wy, + (58)
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where (46) follows from the fact that for every subset K such
that |K| = K we have I(Wyar; Q' AV W) >
I Wyt Q,’Cn 1 AE'C"_H |W1.m—1) by the non-negativity of the
mutual information, (47) follows from the independence of the
messages and the queries, (48) follows from the fact that the
answers A%"ﬁl] are deterministic functions of (Wy.yy, Q%fl]),
(49) and (51) follow from the independence of any K answers
as a consequence of Lemma 1, (50) follows from the privacy
constraint, (52) follows from conditioning reduces entropy,
(53) follows from Han’s inequality in Lemma 2, (54) fol-
lows from the fact that A} '"] is a deterministic function of
Wim, Q ) and the 1ndependence of the messages and
the q]uerles, (55) follows from the decodability of W, from
[1mN, [’_"A],), and (57) follows from I (Wy.ar; Win|Wiam—1) =
H (W) = L from the independence of the messages. [ |
Now, we are ready to complete the converse proof by
applying Lemma 3 and Lemma 4 successively. We have

1 o(L)
L(E—1+ 5 )

> [(Wars Oy, ALY W) (59)
KL (1 - M)
K L2l 420 2
> NI(W&Ma Ql;N,A1¢N|W1:2)+ (60)
> (61)
, X 2I(W oM A W)
= NM 2 M:M; 1:N 1:M—1
SRR R (), (62)
N N2 NM-2 L
N O SO S Y PRI CA (63)
=\v " M2 NM=1 L

where (59) follows from Lemma 3, and (60)-(63) follow from
applying Lemma 4 successively for M — 1 times. Hence,

we have
LR OV S SO Sl Y PO Ny
R - N N2 NM-1 L

By taking L — oo, and noting "(—LQ — 0, we have

Re o (©9)
Zi:() (N)
1 1—R.
i=0 c c

Remark 1: In the conference version of this work [15],
we presented a different converse proof. In this remark,
we briefly describe this alternative proof for a more complete
and insightful exposition. The converse proof in [15] assumes
without loss of generality that the answer strings are symmet-
ric across messages and databases, and an individual answer
string (e.g., A1) can be the same no matter what the desired
message is. The converse proof is obtained by induction over
M. We start the proof by considering the case of M = 2
messages as a base induction step. In this case, we derive a
lower bound on the interference from W to be [15, Lemma 3],

KL
HA W, Q) = =~

N (67)
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where Q = {QLm] -mef{l,--- , M}, nef{l,---,N}}. From
= 2, which

proves the base induction step. For any ]]VM we prove that the
remaining uncertainty on the answer strings after conditioning
on one of the interfering messages is upper bounded by [15,
Lemma 4],

HAZ wy, 0) < = (NH(AllQ) L) (68)

Consequently, we obtain an mducnve relation for any M as,
2

NH(A]Q) = (1 + %) L+ %H(Anwl, W Q) (69)

Using the induction hypothesis,
M—1

NHAIQ =LY (%)
i=0

and plugging it to the inductive relation concludes the converse
proof.

(70)

VII. CONCLUSIONS

In this paper, we considered the private information
retrieval (PIR) problem over MDS-coded and non-colluding
databases. We employed information-theoretic arguments to
derive the optimal retrieval rate for the desired message for any
given (N, K) storage code. We showed that the PIR capacity
in this case is given by C = 1 R‘ . The optimal retrieval rate
is strictly higher than the best known achievable scheme in
the literature for any finite number of messages. This result
reduces to the capacity of the classical PIR problem, i.e., with
repetition-coded databases, by observing that for repetition
coding R, = % Our result shows that the optimal retrieval
cost is independent of the explicit structure of the storage code,
and the number of databases, but depends only on the code
rate R, and the number of messages M. Interestingly, the result
implies that there is no gain of joint design of the MDS storage
code and the retrieval procedure. The result also establishes
a fundamental tradeoff between the code rate and the PIR
capacity for the MDS codes.

REFERENCES

[1] B. Chor, E. Kushilevitz, O. Goldreich, and M. Sudan, “Private informa-
tion retrieval,” J. ACM, vol. 45, no. 6, pp. 965-981, 1998.

[2] W. Gasarch, “A survey on private information retrieval,” Bull. EATCS,
vol. 82, pp. 72-107, 2004.

[3] R. Ostrovsky and W. E. Skeith, III, “A survey of single-database
private information retrieval: Techniques and applications,” in Proc. Int.
Workshop Public Key Cryptograph., 2007, pp. 393-411.

[4] S. Yekhanin, “Private information retrieval,” Commun. ACM, vol. 53,
no. 4, pp. 68-73, 2010.

[5] R. Tajeddine and S. El Rouayheb, “Private information retrieval from
MDS coded data in distributed storage systems,” in Proc. IEEE ISIT,
Jul. 2016, pp. 1411-1415.

[6] T. Chan, S.-W. Ho, and H. Yamamoto, “Private information retrieval for
coded storage,” in Proc. IEEE ISIT, Jun. 2015, pp. 2842-2846.

[7] H. Sun and S. A. Jafar, “The capacity of private information retrieval,”
IEEE Trans. Inf. Theory, vol. 63, no. 7, pp. 4075-4088, Jul. 2017.

[8] S. A. Jafar, “Blind interference alignment,” IEEE J. Sel. Topics Signal
Process., vol. 6, no. 3, pp. 216-227, Jun. 2012.

[9] H. Sun and S. A. Jafar. (2016). “Blind

ment for private information retrieval.” [Online]. Available:

arxiv.org/abs/1601.07885

H. Sun and S. A. Jafar. (2016). “The capacity of robust private

information retrieval with colluding databases.” [Online]. Available:

https://arxiv.org/abs/1605.00635

interference  align-
https://

[10]



1956

[11] H. Sun and S. A. Jafar. (2016). “The capacity of symmetric private infor-
mation retrieval.” [Online]. Available: https://arxiv.org/abs/1606.08828

A. G. Dimakis, K. Ramchandran, Y. Wu, and C. Suh, “A survey on
network codes for distributed storage,” Proc. IEEE, vol. 99, no. 3,
pp. 476489, Mar. 2011.

N. B. Shah, K. V. Rashmi, and K. Ramchandran, “One extra bit of
download ensures perfectly private information retrieval,” in Proc. [EEE
ISIT, Jun./Jul. 2014, pp. 856-860.

A. Fazeli, A. Vardy, and E. Yaakobi. (2015). “PIR with low stor-
age overhead: Coding instead of replication.” [Online]. Available:
https://arxiv.org/abs/1505.06241

K. Banawan and S. Ulukus, “Private information retrieval from coded
databases,” in Proc. IEEE ICC, May 2017, pp. 1-6.

H. Sun and S. A. Jafar. (2016). “Multiround private information
retrieval: Capacity and storage overhead.” [Online]. Available: https://
arxiv.org/abs/1611.02257

T. M. Cover and J. A. Thomas, Elements of Information Theory.
Hoboken, NJ, USA: Wiley, 2012.

[12]

[13]

[14]

[15]

[16]

[17]

Karim Banawan (S’ 13) received the B.Sc. and M.Sc. degrees (Highest Hons.)
in electrical engineering from Alexandria University, Alexandria, Egypt,
in 2008, 2012, respectively. He is currently pursuing the Ph.D. degree at the
Department of Electrical and Computer Engineering, University of Maryland,
College Park, MD, USA. His research interests include information theory,
wireless communications, physical layer security and private information
retrieval.

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 64, NO. 3, MARCH 2018

Sennur Ulukus (S’90-M’98-SM’15-F’16) is a Professor of Electrical and
Computer Engineering at the University of Maryland at College Park,
where she also holds a joint appointment with the Institute for Systems
Research (ISR). Prior to joining UMD, she was a Senior Technical Staff
Member at AT&T Labs-Research. She received her Ph.D. degree in Electrical
and Computer Engineering from Wireless Information Network Laboratory
(WINLAB), Rutgers University, and B.S. and M.S. degrees in Electrical and
Electronics Engineering from Bilkent University. Her research interests are in
wireless communications, information theory, signal processing, and networks,
with recent focus on information theoretic physical layer security, private
information retrieval, energy harvesting communications, and wireless energy
and information transfer.

Dr. Ulukus is a fellow of the IEEE, and a Distinguished Scholar-Teacher
of the University of Maryland. She received the 2003 IEEE Marconi Prize
Paper Award in Wireless Communications, an 2005 NSF CAREER Award,
the 2010-2011 ISR Outstanding Systems Engineering Faculty Award, and
the 2012 ECE George Corcoran Education Award. She is on the Editorial
Board of the IEEE TRANSACTIONS ON GREEN COMMUNICATIONS AND
NETWORKING (2016-). She was an Editor for the IEEE JOURNAL ON
SELECTED AREAS IN COMMUNICATIONS-Series on Green Communications
and Networking (2015-2016), IEEE TRANSACTIONS ON INFORMATION
THEORY (2007-2010), and IEEE TRANSACTIONS ON COMMUNICATIONS
(2003-2007). She was a Guest Editor for the IEEE JOURNAL ON SELECTED
AREAS IN COMMUNICATIONS (2015 and 2008), Journal of Communications
and Networks (2012), and IEEE TRANSACTIONS ON INFORMATION THEORY
(2011). She was a general TPC co-chair of 2017 IEEE ISIT, 2016 IEEE
Globecom, 2014 IEEE PIMRC, and 2011 IEEE CTW.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


