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Abstract— We consider online transmission policies for a
two-user multiple access channel, where both users harvest
energy from nature. The energy harvests are independent and
identically distributed (i.i.d.) over time, but can be arbitrarily
correlated between the two users. The transmitters are equipped
with arbitrary but finite-sized batteries. We focus on the online
case where the transmitters know the energy arrivals only
causally as they happen. The users do not know the probability
distribution of the energy arrivals; each user knows only its own
average recharge rate. We consider the most general case of
arbitrarily distributed energy arrivals with arbitrary correlation
between the users. In order to study this general case, we first
study a special case for the energy arrivals, namely, we first
consider the special case of synchronized (i.e., fully-correlated)
Bernoulli energy arrivals at the two users. Even though the
energy arrivals are fully-correlated, average recharge rates at
the users are different due to the different battery sizes. For this
case, we determine the exactly optimal policies that achieve the
boundary of the long-term average capacity region. We show
that the optimal power allocation policy is decreasing within the
renewal interval, and that the long-term average capacity region
is a single pentagon. We then propose a distributed fractional
power (DFP) policy, which users implement distributedly with
no knowledge of the other user’s energy arrival or battery state.
We develop a lower bound on the performance of the DFP
for synchronized Bernoulli energy arrivals. We then consider
the case of two arbitrarily correlated asynchronous Bernoulli
energy arrivals under the assumption of equal normalized aver-
age recharge rates. We show that extreme correlation between
the energy sources hurts the achievable rate by showing that
the throughput with asynchronous Bernoulli energy arrivals is
larger than the throughput with the corresponding perfectly
synchronized Bernoulli energy arrivals. We then show that under
the DFP policy, the performance of Bernoulli energy arrivals
forms a lower bound on the performance of any arbitrary
energy arrivals. We also develop a universal upper bound on the
performance of all online policies, and show that the proposed
DFP is near-optimal in that it yields rates which are within a
constant gap of the derived lower and upper bounds, and hence,
of the optimal policy, for all system parameters.

Index Terms— Energy harvesting communications, online
scheduling, multiple access channel, power control, near-optimal
policy, distributed policy.
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I. INTRODUCTION

WE CONSIDER a two-user energy harvesting multiple
access channel, Fig. 1, where each user harvests energy

from nature into its (arbitrary) finite-sized battery. The energy
harvests at the transmitters are i.i.d. in time but can be arbi-
trarily correlated between the users at any instant. The average
recharge rates1 can be different, but we assume that average
recharge rate per unit battery for both users is equal; each
user knows only its own average recharge rate. We consider
the online setting where the energy arrivals are known only
causally at the transmitters. The users have no prior knowledge
about the joint probability distribution of the energy harvesting
processes. We study the online power scheduling problem
where the users need to determine their transmit power levels
based only on the energy arrival information so far. Our goal is
to determine optimal and near-optimal online power allocation
policies that achieve or approach the boundary of the long-
term average capacity region. Here, by near-optimal policies,
we mean policies which yield rates that are within a constant
gap from the optimal policy for all system parameters.

Scheduling for energy harvesting systems has been con-
sidered in offline and online settings in recent research;
see recent survey articles on scheduling approaches [1], [2].
When energy arrivals are known non-causally ahead of time,
offline power allocation is studied, e.g., in [3]–[35], starting
with the single-user setting in [3]–[6], generalizing to multi-
user settings of broadcast, multiple access, cooperative mul-
tiple access and interference channels in [7]–[13] and relay
and multi-hop settings in [14]–[18], incorporating non-ideal
behavior at the transmitters including losses at the time of
charging/discharging, energy leakage over time, processing
costs and temperature increases [19]–[26]. Energy harvesting
receivers are considered in [27]–[33], and energy cooperation
and energy sharing concepts are studied in [34] and [35].

When energy arrivals are known only causally as they
happen, online power allocation is studied, e.g., in [5], [6],
and [36]-[56]. In this case, the transmitter needs to allocate
its transmit power based on the causal knowledge of energy
arrivals. For a transmitter with a finite-sized battery, using
the available energy too slowly will result in wasting of the
new incoming energy arrivals, while using it too fast will
result in idling of the transmitter. In most cases, the online
power control problem is formulated as a stochastic optimiza-
tion problem, and Markov decision processes and dynamic
programming approaches are used, and the solution is found

1In this paper, average recharge rate means average (expected value of)
energy arrivals.
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Fig. 1. System model: an energy harvesting multiple access channel model.

by solving Bellman equations [6], [36]–[41]. Low-complexity
heuristic online algorithms are proposed in [5], [42], and [43].
In most of these works, either heuristic algorithms are pro-
posed with no performance guarantees or optimal algorithms
are proposed with no structural insights. Worst case perfor-
mance guarantees when no statistical knowledge is available
are studied in [44]–[47]. References [44] and [45] study the
competitive ratio guarantees, and references [46] and [47]
study Lyapunov techniques. In this paper, we assume the
knowledge of the average recharge rate.

Our work in this paper is most closely related
with [10] and [49]–[51]. Reference [10] develops optimum
power allocation schemes for the energy harvesting multiple
access channel in the offline setting using generalized direc-
tional water-filling techniques. References [49]–[51] develop
a unique approach to the online power allocation problem in
the single-user setting, by first considering a special Bernoulli
energy arrival process which provides a renewal structure
that enables analytical tractability, and then by generalizing
it to general i.i.d. arrivals.2 Recently, we have extended
the approach in [49]–[51] to the case of broadcast chan-
nels [53], [54]. In this paper, we extend [49]–[51] to the
case of multiple access channels. Going from the single-
user channel to the multiple access channel brings up several
challenges: in the multiple access channel the achievable rates
are in a two-dimensional space; the powers of the users need
to be optimized jointly; and the effect of the correlation
between the energy arrivals at the two users need to be taken
into acount. In the conference version of this paper [55],
we focused on the case of fully-correlated energy arrivals,
where the energy arrivals at the two users are synchronized;
in this extended version of [55], we study the general version
of the problem with arbitrarily correlated energy arrivals at
both users. We acknowledge an independent and concurrent
paper [56], which also considers the online power control
problem for the multiple access channel.

While the end-results of our paper here and [56] are
similar, there are differences in the scope and mathematical

2References [49], [52] make connections between information-theoretic
capacity and optimal online power control.

development of both papers. In this paper, we start with
developing the exactly optimum power allocation scheme for
the special case of fully-correlated Bernoulli energy arrivals,
propose a distributed fractional power (DFP) policy inspired
by the properties of the exactly optimum policy developed
here, and then show that it is near-optimum for general energy
arrivals under equal normalized recharge rates. In going from
the fully-correlated to arbitrarily correlated Bernoulli energy
arrivals, we show that Bernoulli energy arrivals with full
correlation achieve long-term average rates no more than
the long-term average rates achieved for any two arbitrarily
correlated Bernoulli energy arrivals with the same mean.
Hence, correlation between energy arrivals may decrease the
maximum achievable long-term average rate. In contrast, [56]
directly starts with a fractional policy inspired by the single-
user solution, and shows that it is near-optimum by cleverly
applying the results of the single-user channel in [49]–[51] for
the most general case of energy arrivals.

In this paper, we consider the case of arbitrarily distributed
energy arrivals with arbitrary correlation between the users and
with equal normalized recharge rates at the users. We present
the general system model in Section II. In order to study
the general energy arrival case, we first study a special case
for the energy arrivals. We first consider the case of fully-
correlated Bernoulli energy arrivals in Section III. For this
case, we obtain the jointly optimum online power schedules for
the users. We show that, between the energy arrivals, the opti-
mum transmission powers of both users decrease exponentially
in time. We show that the long-term average capacity region,
which is in general a union of pentagons, where each pentagon
results from a different power allocation, is a single pentagon
for fully-correlated Bernoulli energy arrivals. We show that
at the corner points of the pentagon where one of the users
gets the single-user rate, the user getting the single-user rate
transmits for a shorter (or equal) duration than the other user.

Motivated by the fractional structure of the optimal poli-
cies for fully-correlated Bernoulli arrivals and the single
pentagon structure of the long-term average capacity region,
in Section IV, we propose a sub-optimal policy which is
fixed but distributed between the users, coined distributed
fractional power (DFP) policy. The DFP is universal in that,
it does not depend on the distribution of the energy arrival
processes; it depends only on the average recharge rate and
the size of the battery at each user. Users implement this
algorithm distributedly with no knowledge of the other user’s
energy arrival or battery state. We obtain a lower bound on
the performance of the proposed DFP for the case of fully-
correlated (synchronous) Bernoulli arrivals.

Next, in Section V, we study the general arbitrarily cor-
related energy arrivals. We first study arbitrarily correlated
Bernoulli energy arrivals, in which case, the Bernoulli arrivals
at the users are not synchronized. We show that under the
DFP policy, the performance of the energy arrivals coming
from a fully-correlated Bernoulli energy arrivals forms a lower
bound on the performance of arbitrarily correlated Bernoulli
energy arrivals with the same mean. Then, we show that
the performance with Bernoulli energy arrivals forms a lower
bound for the performance with any other energy arrivals with
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the same mean. Finally, we derive a universal upper bound that
is valid for all online policies. This upper bound is valid for
general energy arrivals, and is universal in that it depends only
on the average recharge rates at the users. We show that the
derived upper and lower bounds are within a constant gap of
each other, and hence, the proposed DFP policy achieves rates
that are within a constant gap from the optimal online long-
term average capacity region for the multiple access channel
under equal normalized recharge rates.

Finally, in Section VI, we study the performance of
the proposed DFP policy through several numerical results.
We observe that the proposed DFP policy yields performance
close to the performance of the optimal policy.

II. SYSTEM MODEL

We consider a two-user energy harvesting multiple access
channel. User k has a battery of size Bk , see Fig. 1. There are
two energy harvesting sources which deliver Eki = eki amount
of energy to the kth user in slot i ; eki is a realization of the
random variable Eki . We assume that the slot duration is equal
to unity. We assume without loss of generality that Eki ≤ Bk

almost surely. The energy harvests are i.i.d. in time but can
be arbitrarily correlated between the users. The battery state
of user k at time i , bki , evolves as bk(i+1) = min{Bk, bki −
Pki + eki }. Here, Pki is the transmit power of user k at time i ,
which is limited as Pki ≤ bki .

The physical layer is a Gaussian multiple access channel
with noise variance at the receiver equal to σ 2. The single
slot capacity region, C(P1i , P2i ), of this channel in slot i is [57]
(also see e.g., [10]):

r1i ≤ 1

2
log

(
1 + P1i

σ 2

)
(1)

r2i ≤ 1

2
log

(
1 + P2i

σ 2

)
(2)

r1i + r2i ≤ 1

2
log

(
1 + P1i + P2i

σ 2

)
(3)

The formulation here assumes that the slots are long enough
that the coding is done within the course of each slot. This
results in being able to achieve the capacity region in (1)-(3)
in each slot i ; see for example, [1]-[27], [32]-[35], [42], [43],
and [49]-[57].

The above single slot capacity region is a pentagon. The
overall capacity region is a union of all possible pentagons
corresponding to all feasible power allocations over time,
and thus, may no longer be a pentagon [10](see also [58]),
as shown in Fig. 2. For a feasible policy at user k for n slots,
we define a set of power allocations as: Pn

k = [Pk1, . . . , Pkn ]
where Pki is a function of (eki , ekj , Pkj , bkj , j ∈ {1, . . . ,
i − 1}, k ∈ {1, 2}). Then, the n slot average achievable rate
region under this policy is defined as:

r1 ≤ E

[
1

n

n∑
i=1

1

2
log

(
1 + P1i

σ 2

)]
(4)

r2 ≤ E

[
1

n

n∑
i=1

1

2
log

(
1 + P2i

σ 2

)]
(5)

r1 + r2 ≤ E

[
1

n

n∑
i=1

1

2
log

(
1 + P1i + P2i

σ 2

)]
(6)

Fig. 2. Capacity region of a multiple access channel. Points a, f characterize
the single-user rates, points c, d characterize the sum-rate and points b, e
characterize the maximum rates achieved while the other user is operating
with its single-user rate.

where the expectation is over the joint distribution of the
energy arrivals. The long-term average capacity region is equal
to the union of all such pentagons over all feasible policies as
n tends to infinity. This is a convex region, see [10, Lemma 3].

We aim to characterize the long-term average rate region
under online knowledge of the harvested energies. We first
characterize the set of all feasible policies subject to causal
knowledge of energy arrivals, denoted as F̂ :

F̂ = {∀i ∈ {1, 2, 3, . . .}, ∀k ∈ {1, 2},
Pki (eki , ekj , Pkj , bkj , j ∈ {1, . . . , i−1}, k ∈{1, 2})|Pki ≤ bki }

(7)

This defines the set of all admissible power policies. The
power in each slot is constrained by the energy available in
the battery and can be a function of all the previous power
allocations, battery states, energy arrivals and the current
energy arrival.

Since the long-term average rate region is convex, it can be
characterized by its tangent lines; see [10], [58]. Therefore,
the problem of characterizing the long-term average capacity
region, which is the largest long-term average rate region,
is equivalent to solving the following problem for all μ1,
μ2 ∈ [0, 1],

� = sup
P∈F̂

lim
n→∞ E

[
1

n

n∑
i=1

(μ1r1i + μ2r2i )

]
(8)

where the rates (r1i , r2i ) belongs to the capacity region in slot
i , i.e., satisfies (1)-(3). The expectation is with respect to the
joint distribution of the energy arrivals.

The stage reward in (8) is (μ1 r1i + μ2 r2i ) and the
admissible policies at each stage, P1i × P2i , are the values
in [0, b1i ] × [0, b2i ] which depend only on the current bat-
tery states b1i and b2i . Hence, an optimal policy exists and
is Markovian, see e.g., [59, Th. 6.4] and [60, Th. 4.4.2].
We denote the rates achieved by an optimal Markovian policy
for user j in slot i by r∗

j i and hence (8) can be rewritten as:

� = lim
n→∞ E

[
1

n

n∑
i=1

(
μ1r∗

1i + μ2r∗
2i

)]
(9)

The optimal Markovian policy can be found via dynamic
programming by solving Bellman’s equations [61, Ch. 4],
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Fig. 3. System model: a synchronous energy harvesting multiple access
channel model.

however, this will give little intuition or information about the
structure of the solution. Instead, in the following, we develop
a fixed and structured solution that will be exactly optimum
for certain special energy arrivals and near-optimal for general
energy arrivals.

We first study the special case of the fully-correlated
(i.e., synchronized) Bernoulli energy arrivals with a particular
support set in Section III, and determine the exactly optimum
power allocation policies for this case. In this case, either no
energy arrives, or when it arrives, it arrives simultaneously to
both users, and it fills their respective batteries completely.
That is, either E1i = E2i = 0 with probability 1 − p, or ener-
gies arrive in the amounts of E1i = B1 and E2i = B2
with probability p. Intuitively, we also coin this case as
the common energy source case, see Fig. 3; see also [55].
In the common energy arrival analogy, there is a common
energy source, where either Ei � E1i = E2i = 0 with
probability 1 − p, or a common energy arrives in the amount
of Ei = B with probability p, where B ≥ max{B1, B2}. Such
an energy arrival process implies that, when energy arrives,
the batteries of both users fill completely. This constitutes
a renewal for the system, and we can evaluate the optimal
expected throughput analytically. In Section IV, we propose
a distributed near-optimal power allocation policy and lower
bound its performance under synchronous Bernoulli energy
arrivals. By near-optimal policy, we mean a policy which
yields rates that are within a constant gap from the optimal
policy for all system parameters. In Section V, we show
that under the near-optimal policy proposed in Section IV,
the performance of asynchronous Bernoulli energy arrivals is
lower bounded by the performance of synchronous Bernoulli
energy arrivals with the same mean. We also show that the
performance of the asynchronous Bernoulli energy arrivals
forms a lower bound on the performance of all general energy
arrivals.

III. OPTIMAL STRATEGY: CASE OF SYNCHRONOUS

BERNOULLI ENERGY ARRIVALS

For the synchronous case, see Fig. 3, the expectation in (8)
is over a single random variable (the common energy arrival).

Whenever a positive energy arrives, the battery states at both
users are reset to the full battery state, i.e., we have P[E1i = 0,
E2i = 0] = 1 − p and P[E1i = B1, E2i = B2] = p.
Hence, whenever an energy arrives a renewal occurs. From
[62, Th. 3.6.1], the long-term weighted average throughput is:

lim
n→∞ E

[
1

n

n∑
i=1

(
μ1 r∗

1i + μ2 r∗
2i

) ]

= 1

E[L]E
[

L∑
i=1

(
μ1r∗

1i + μ2r∗
2i

)]
(10)

= p
∞∑

k=1

p(1 − p)k−1
k∑

i=1

(
μ1r∗

1i + μ2r∗
2i

)
(11)

=
∞∑

i=1

∞∑
k=i

p2(1 − p)k−1 (
μ1r∗

1i + μ2r∗
2i

)
(12)

=
∞∑

i=1

p(1 − p)i−1(μ1r∗
1i + μ2r∗

2i ) (13)

where L is the inter-energy arrival time which is geometric
with parameter p, i.e., E[L] = 1

p .

Therefore, continuing from (13), we focus on the optimiza-
tion problem:

max{P1i ,P2i ,r1i ,r2i }

∞∑
i=1

p(1 − p)i−1 (μ1 r1i + μ2 r2i )

s.t. (r1i , r2i ) ∈ C(P1i , P2i ), ∀i
∞∑

i=1

P1i ≤ B1

∞∑
i=1

P2i ≤ B2, P1i , P2i ≥ 0, ∀i (14)

This problem, in effect, maximizes the expected weighted sum
rate until the next energy arrival, given that an energy arrival
has just occurred. Point a in Fig. 2 represents the single-
user rate for user 2, corresponding to μ1 = 0, and can be
obtained as in [49] and [50]. Point b represents the largest
rate user 1 gets when user 2 maintains its single-user rate;
this point can be obtained by fixing the second user’s rate at
its single-user rate and maximizing the first user’s rate. The
line between points c and d represents the sum-rate line where
the sum of the two users’ rates is constant; these points are
obtained by setting μ1 = μ2. The curved part of the long-
term average capacity region between b and c is obtained by
tracing μ1, μ2 over μ1 < μ2.

We first consider point a. At this point, P1i = 0, and user
2 transmits with its optimum single-user rate [49], [50]:

P∗
2i = p(1 − p)i−1

λ2
− σ 2, i = 1, . . . , Ñ2 (15)

where the optimum power decreases in time and Ñ2 is the
last slot where the power is positive; λ2 in (15) is found by
satisfying the total power constraint with equality.

Next, we consider point b. At this point, we maximize the
first user’s rate, after fixing the power allocation of the second
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user to its optimal single-user power allocation P∗
2i :

max{P1i ,r1i }

∞∑
i=1

p(1 − p)i−1r1i

s.t. (r1i , C(P∗
2i )) ∈ C(P1i , P∗

2i )
∞∑

i=1

P1i ≤ B1, P1i ≥ 0, ∀i (16)

where C(P∗
2i ) = 1

2 log(1 + P∗
2i ) denotes the single-user

capacity of user 2 with power P∗
2i ; see point b in Fig. 2, see

also [10], [58].
The Lagrangian of this problem is:

L = −
∞∑

i=1

p(1 − p)i−1 log

(
1 + P1i

P∗
2i + σ 2

)

+λ1

( ∞∑
i=1

P1i − B1

)
−

∞∑
i=1

ν1i P1i (17)

The KKT optimality conditions are:

P1i = p(1 − p)i−1

λ1 − ν1i
− σ 2 − P∗

2i (18)

along with complementary slackness and λ1, ν1i ≥ 0.
We prove that at point b user 1 transmits for a duration no

shorter than user 2, before proceeding to determine P∗
1i .

Lemma 1: With synchronized i.i.d. Bernoulli energy
arrivals, at point b, where user 2 gets its single-user capacity,
user 1 transmits for a duration no shorter than user 2.

Proof: At point b in Fig. 2, the rate of user 2 is given
by

∑∞
i=1 p(1 − p)i−1 log

(
1 + P2i

σ 2

)
and the optimal power

allocation for user 2 is given by (15). The rate of user 1 at point
b in Fig. 2 is given by

∑∞
i=1 p(1 − p)i−1 log

(
1 + P1i

P∗
2i +σ 2

)
.

The coefficient p(1 − p)i−1 in front of the i th term in this
expression is decreasing in i . However, the interference term
in the denominator, P∗

2i , is decreasing as well in i ; see from
(15). Therefore, for any power P1 to be assigned to the first
user: from the coefficient perspective, we should put this power
at earlier i as the coefficient is higher there, however, from an
interference perspective, we should put this power at later i
as the interference is lower there. That is, there is a tension
here between the pre-log coefficient and the interference in
the denominator.

The rate achieved by user 1 will depend on the value
of the interference caused by user 2. If user 1 transmits
at slots i = {1, . . . , Ñ2}, then from (15), by inserting P∗

2i
into its rate expression, user 1 will achieve a rate equal to
p(1− p)i−1 log

(
1 + P1i

p(1−p)i−1/λ2

)
. On the other hand, if user

1 transmits at slots i = {Ñ2 + 1, . . .}, it will achieve a rate
equal to p(1 − p)i−1 log

(
1 + P1i

σ 2

)
; this follows as P∗

2i = 0

for slots i = {Ñ2 + 1, . . .}.
We first consider the slots i = {1, . . . , Ñ2}. We will show

that if user 1 transmits in slots i = {1, . . . , Ñ2}, it has to begin
transmission at slot i = 1, i.e., it is sub-optimal for user 1 to
have zero power in slot i = 1 while it puts a non-zero power
at any of the slots i = {2, . . . , Ñ2}. To see this, note that,

the rate achieved in these slots can be written in the form

x log
(

1 + P1λ2
x

)
, where we denoted p(1 − p)i−1 as x . The

function x log
(

1 + P1λ2
x

)
is increasing in x . Thus, if we have

a single energy P1 to put into this objective function, we will
put it when x is larger, i.e., when i is smaller. This necessitates
for user 1 to start as early as possible, i.e., at i = 1, instead
of any other slot in i = {2, . . . , Ñ2}.

We next consider the slots i = {Ñ2 + 1, . . .}. We will show
that if user 1 transmits in slots i = {Ñ2 + 1, . . .}, it has to
begin transmission at slot i = Ñ2 + 1, i.e., it is sub-optimal
for user 1 to have zero power in slot i = Ñ2 + 1 while it
puts a non-zero power at any of the slots i = {Ñ2 + 2, . . .}.
The objective function for i > Ñ2, is also decreasing in i and
hence if we have a single energy P1 to put into this objective
function, we will put it in earlier slots, i.e., at i = Ñ2 + 1,
instead of any other slot in i = {Ñ2 + 2, . . .}.

We then consider slots i = Ñ2 and Ñ2 + 1. We will show
that it is sub-optimal for user 1 to have zero power in slot
i = Ñ2 while it puts non-zero power in slot i = Ñ2 + 1;
hence, user 1 has to start its transmission at slot 1. To prove
this, we show that the objective function also decreases from
slot Ñ2 to slot Ñ2 + 1 as follows:

p(1 − p)Ñ2−1 log

(
1 + P1

p(1 − p)Ñ2−1/λ2

)

> p(1 − p)Ñ2 log

(
1 + P1

p(1 − p)Ñ2/λ2

)

> p(1 − p)Ñ2 log

(
1 + P1

σ 2

)

where the last inequality follows since we have
p(1−p)Ñ2

λ2
≤ σ 2, as otherwise, P∗

2i would have been strictly

greater than zero for i = Ñ2 + 1 as well from (15). Hence,
user 1 starts its transmission in slot 1 and always utilizes
earlier slots with the non-zero transmit power.

Then, the rest of the proof follows by contradiction. Assume
user 1 has a transmission duration Ñ1 < Ñ2. Then,

Ñ1∑
i=1

(
1

λ1
− 1

λ2

)
p(1 − p)i−1 = B1 (19)

Thus, we have 1
λ1

− 1
λ2

> 0. Next, by assumption, we have

P1i = 0, P2i > 0 in slot Ñ2. Then, from (18), we have

P1Ñ2
= p(1 − p)Ñ2−1

(
1

λ1 − ν1Ñ2

− 1

λ2

)
= 0 (20)

However, since we have ν1Ñ2
≥ 0 and p(1 − p)Ñ2−1 > 0,

0 =
(

1

λ1 − ν1Ñ2

− 1

λ2

)
≥

(
1

λ1
− 1

λ2

)
> 0 (21)

which is a contradiction. Thus, Ñ1 ≥ Ñ2. �
Hence, at point b, user 1 transmits for a duration Ñ1 where

Ñ1 ≥ Ñ2. At this point, user 2 transmits with its single-user
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power allocation until Ñ2. Then, for user 1,

Ñ2∑
i=1

(
1

λ1
− 1

λ2

)
p(1 − p)i−1 +

Ñ1∑
i=Ñ2+1

(
p(1− p)i−1

λ1
−σ 2

)
= B1

(22)

where λ2 and Ñ2 are obtained from the second user’s single-
user power allocation, while λ1 and Ñ1 are obtained from
solving (22) and ensuring that the Lagrange multiplier λ1 is
non-negative, i.e., Ñ1 is the largest integer satisfying,

p(1 − p)Ñ1−1 ≥ λ1σ
2 (23)

and λ2 > λ1, simultaneously. Solving (22) for λ1 we have

λ1 = 1 − (1 − p)Ñ1

B1 + (Ñ1 − Ñ2)σ 2 + 1
λ2

(1 − (1 − p)Ñ2)
(24)

Therefore, Ñ1 is the largest integer that satisfies (23) when λ1
in (24) is inserted into (23).

We also note that, at point b, both users’ powers are
decreasing in time. It is clear that the second user’s power
is decreasing, as it follows the single-user allocation in (15).
For user 1, it is clear from (22) that the power is decreasing
for the first Ñ2 slots, and again decreasing from slot Ñ2 + 1
onwards. Thus, it remains to check the transition from slot Ñ2
to slot Ñ2 + 1. We have,

P1Ñ2
=

(
1

λ1
− 1

λ2

)
p(1 − p)Ñ2−1 (25)

≥
(

1

λ1
− 1

λ2

)
p(1 − p)Ñ2 (26)

≥ 1

λ1
p(1 − p)Ñ2 − σ 2 (27)

= P1(Ñ2+1) (28)

where (26) follows since (1 − p) ≤ 1 and (28) follows
since the second user’s transmission ends at Ñ2, hence
p(1−p)Ñ2

λ2
< σ 2. Thus, the first user’s power is also decreasing

throughout its transmission. This concludes the characteriza-
tion of the optimal policies achieving point b.

Next, we consider sum capacity achieving points between
point c and point d . For the sum rate, problem (14) reduces to:

max{P1i ,P2i }
1

2

∞∑
i=1

p(1 − p)i−1 log

(
1 + P1i + P2i

σ 2

)

s.t.
∞∑

i=1

P1i ≤ B1

∞∑
i=1

P2i ≤ B2, P1i , P2i ≥ 0, ∀i (29)

Consider the relaxed problem with a total power constraint:

max{P1i ,P2i }
1

2

∞∑
i=1

p(1 − p)i−1 log

(
1 + P1i + P2i

σ 2

)

s.t.
∞∑

i=1

P1i + P2i ≤ B1 + B2, P1i , P2i ≥ 0, ∀i (30)

First, we remark that problems in (29) and (30) are equivalent:
This follows since, any optimal solution of (29) is also feasible
in (30) with the same optimum value; and, any optimal
solution for (30), P∗

1i + P∗
2i , can be made feasible in (29) by

defining P1i = (P∗
1i + P∗

2i )
B1

B1+B2
and P2i = (P∗

1i + P∗
2i )

B2
B1+B2

,
with the same optimum value. The equivalence here is in the
sense of [63].

Using this equivalence, we can find the sum-rate optimal
policies by first solving a single-user problem with a battery
size Bs = B1 + B2, and then dividing the total power to users
in a feasible way. The feasible policy is not unique, and each
feasible policy results in a different point on the c-d line.

Next, we characterize the two extreme points of this line:
c and d . From the single-user analysis in [49] and [50], it fol-
lows that the transmission duration Ñ is an increasing function
of the battery size, i.e., the larger the battery, the longer the
transmission duration will be, see also [54, Lemma 1]. Hence,
in the optimal solution for (30), P∗

1i + P∗
2i is positive for

a duration Ñs which is no less than the durations for the
single-user solutions of the users.

We now show that the extreme achievable sum rate optimal
point c is actually the point b, i.e., the long-term average
capacity region for the case of synchronized Bernoulli arrivals
is a single pentagon. We will show this by showing that,
given the optimum total power allocation policy in (30),
a feasible distribution can be found such that the single-user
capacity for either of the users (we will show for user 2)
is achieved. We denote the optimal Lagrange multiplier and
the transmission duration for problem (30) by λs and Ñs ,
respectively. Similarly, we have λ2 and Ñ2 for the second
user single-user power allocation. It is sufficient to show that
λs ≤ λ2, since it will imply:

(
p(1 − p)i−1

λs
− σ 2

)
−

(
p(1 − p)i−1

λ2
− σ 2

)
≥ 0 (31)

Recall that we have Ñs ≥ Ñ2. First, if Ñs = Ñ2, then we
have

Ñ2∑
i=1

(
p(1 − p)i−1

λ2
− σ 2

)
= B2 ≤ B1 + B2

=
Ñs∑

i=1

(
p(1 − p)i−1

λs
− σ 2

)
(32)

which can happen if and only if λs ≤ λ2. Next, if Ñs > Ñ2,
i.e., Ñs − 1 ≥ Ñ2, then we have,

λsσ
2 ≤ p(1 − p)Ñs−1 ≤ p(1 − p)Ñ2 < λ2σ

2 (33)

implying λs < λ2. In (33) the middle inequality follows
from the monotonicity, and the outer inequalities follow
since λs , λ2, Ñs , Ñ2 satisfy their optimality conditions. Hence,
we have proved the following result.

Lemma 2: With synchronized i.i.d. Bernoulli energy
arrivals, the online long-term average capacity region of the
multiple access channel is a single pentagon.
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IV. NEAR-OPTIMAL STRATEGY: CASE OF SYNCHRONOUS

GENERAL ENERGY ARRIVALS

In this section, we consider the general but synchronized
i.i.d. energy arrivals, i.e., energy arrivals which are fully-
correlated but not necessarily Bernoulli distributed. This can
be represented by an arbitrary i.i.d. random variable βi ∈ [0, 1]
and then we have E1i = βi B1, and E2i = βi B2. Hence,
there is only one source of randomness, which is the random
variable βi . We propose a sub-optimal online policy for this
case, and develop a lower bound on its performance. Let
the average recharge rate at user k be P̄k , where P̄k =
limn→∞ 1

n

∑n
i=1 Eki = E[Eki ].

A. Distributed Fractional Power (DFP) Policy

We first define the proposed sub-optimal online policy,
which we coin as distributed fractional power (DFP) policy, for
Bernoulli arrivals and then generalize it to arbitrary arrivals.
The optimal powers achieving any point on the capacity of the
multiple access channel are exponentially decreasing, hence
as in [49] and [50], this motivates us for a fractional structure
for the sub-optimal policy. Moreover, the long-term average
capacity region for Bernoulli arrivals is a single pentagon,
this motivates that the policy need not depend on μ1, μ2.
For Bernoulli arrivals, each transmitter transmits a fraction
p of its available energy. The first user transmits with power
B1 p(1 − p)i−1 and the second user transmits with power
B2 p(1 − p)i−1 in slot i . In general, user k transmits with
a fraction of qk � P̄k

Bk
of its available energy in its battery,

i.e., Pki = qkbki .

B. A Lower Bound on the Proposed Online Policy

Theorem 1: Under the proposed DFP policy, the achievable
long-term average rate region with i.i.d. synchronous Bernoulli
energy arrivals is lower bounded as,

r1 ≥ 1

2
log

(
1 + P̄1

σ 2

)
− 0.72 (34)

r2 ≥ 1

2
log

(
1 + P̄2

σ 2

)
− 0.72 (35)

r1 + r2 ≥ 1

2
log

(
1 + P̄1 + P̄2

σ 2

)
− 0.72 (36)

Proof: It is clear that the achievable long-term average rate
region with the proposed DFP is a pentagon, as it is a single
policy which does not depend on μ1, μ2. Hence, the whole
long-term average region is completely characterized by four
points, which are shown by a, b, c, d in Fig. 4. Therefore,
to lower bound this region it suffices to lower bound the
points a, b, c and d . Points a and d are the single-user rates
which can be lower bounded as in [50] to obtain r1 ≥
1
2 log

(
1 + P̄1

σ 2

)
− 0.72 and r2 ≥ 1

2 log
(

1 + P̄2
σ 2

)
− 0.72, which

are (34) and (35), respectively. These identify points a′, d ′.
Then, we lower bound the achievable sum rate by noting for
the proposed policy: P1i +P2i = (B1+B2)p(1− p)i−1. Hence,
again using [50], we have (36). This identifies points b′, c′. �

Since the long-term average rate region with the DFP policy
is a pentagon even for general energy arrivals, to show that

Fig. 4. Relationships between the bounds. We compare: universal lower
bound, DFP policy for fully-correlated energy arrivals, DFP policy for
arbitrary-correlated energy arrivals, optimal policy and a univeral upper bound.

Bernoulli arrivals give a lower bound for all other energy
arrivals, it suffices to show it only for the single-user and
sum rates. These follow directly for the single-user rates from
[50, Proposition 4]. It also follows for the sum rate, since the
expectation is taken over a single random variable which is the
fully-correlated energy arrival process. Hence, [50, Lemma 2]
can still be applied and the proof follows similar to the proof
of [50, Proposition 4].

Theorem 2: With the DFP policy, any arbitrary i.i.d. syn-
chronous energy arrival process yields an achievable long-
term average rate region no smaller than the long-term
average rate region an i.i.d. synchronous Bernoulli energy
arrival process with the same recharge rate yields.

V. GENERAL ENERGY ARRIVALS

In this section, we study the case of general i.i.d. energy
arrivals. We first study the relation between synchronous and
asynchronous Bernoulli energy arrivals. We show that under
the DFP policy and i.i.d. Bernoulli energy arrivals, the per-
formance of synchronous Bernoulli energy arrivals forms a
lower bound for the performance of all asynchronous Bernoulli
energy arrivals with the same mean. We then show that under
the DFP policy and i.i.d. energy arrivals, the performance of
asynchronous Bernoulli energy arrivals forms a lower bound
for the performance of all general energy arrivals with the
same mean. Finally, we develop a universal upper bound
for all online policies. We show that the gap between the
developed upper bound and the performance of the DFP under
i.i.d. synchronous Bernoulli energy arrivals is finite for all
system parameters. This implies that the performance of the
DFP policy for any general energy arrival process is within
a constant gap from the performance of the optimal online
policy for energy arrivals which have equal recharge rate per
unit battery.

A. Relation Between Synchronous and Asynchronous
Bernoulli Energy Arrivals

Consider a synchronous Bernoulli energy arrival process
where P[E1i = 0, E2i = 0] = 1 − p and P[E1i = B1,
E2i = B2] = p; we denote the expectation over this distrib-
ution by Esync[·]. Now, consider any arbitrary asynchronous
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Bernoulli energy arrival process where P[E1i = 0, E2i = 0] =
p00, P[E1i = 0, E2i = B2] = p01, P[E1i = B1, E2i =
0] = p10 and P[E1i = B1, E2i = B2] = p11; we denote
the expectation over this distribution by Easync[·]. For a fair
comparison, we require that the marginal distributions of the
users in the synchronous and asynchronous cases are the same.
In fact, for Bernoulli arrivals, requiring the marginals to be
the same is equivalent to requiring the average recharge rates
to be the same. Under this condition, we need p00 + p01 =
p00 + p10 = 1 − p and p11 + p01 = p11 + p10 = p.
This implies that p01 = p10, i.e., the joint distribution is
symmetric.

We will now show that, under the DFP policy, the achievable
long-term average rate region with synchronous Bernoulli
arrivals is smaller than the achievable long-term average rate
region with asynchronous Bernoulli arrivals for all permissible
probability distributions. We first note that both achievable
long-term average regions are pentagons, therefore, we only
need to investigate individual rates and the sum rates. We also
note that the individual rates are identical in synchronous and
asynchronous cases, as the marginal distributions are identical.
Therefore, we only need to investigate the sum rates in both
cases.

We will need the following lemma for this investigation.
This lemma states that, due to the concavity of logarithm,
extreme values for transmit power give lower objective func-
tions (rates) than all other intermediate values. Intuitively,
in the synchronous case, the battery levels of the two users
are either high or low simultaneously, implying simultaneous
high or low transmit powers, therefore, high or low sum
powers inside the logarithm. On the other hand, in the asyn-
chronous case, the users will have mixed battery states (one
battery level high, other battery level low), implying that users’
transmit powers will be disparate and balance each other out.
This, in effect, will average out the power components inside
the logarithm of the sum rate, and will yield larger sum rates
for the asynchronous case.

Lemma 3: For any four non-negative numbers x, y, w, z,
with w ≤ (x, y) ≤ z and x + y = w + z, the following
inequality holds,

log(x) + log(y) ≥ log(w) + log(z) (37)

Proof: Since we have w ≤ (x, y) ≤ z, we can write x as
a convex combination of w, z, i.e., for some α ∈ [0, 1]

x = αw + (1 − α)z (38)

Then, inserting this in x + y = w + z, we have

y = (1 − α)w + αz (39)

From the concavity of the log function, we have

log(x) + log(y)

= log(αw + (1 − α)z) + log((1 − α)w + αz) (40)

≥ α log(w) + (1−α) log(z)+(1−α) log(w)+α log(z)

(41)

= log(w) + log(z) (42)

completing the proof.

Alternatively, we note that the relationship between the
vectors [x, y] and [w, z] is exactly that of majorization [64],
i.e., the vector [x, y] is majorized by the vector [w, z]. That
is, the components of [x, y] are more nearly equal than the
components of [w, z]. As the function �(x, y) = log(x) +
log(y) is Schur-concave, from [64, Proposition C.1], we have
�(x, y) ≥ �(w, z), i.e., more nearly equal components
through a concave function yield larger values. �

We now show in the following theorem that the perfor-
mance of DFP with asynchronous Bernoulli energy arrivals
is lower bounded by the performance of DFP with syn-
chronous Bernoulli energy arrivals (with the same individual
recharge rates). This theorem implies that extreme correlation
between energy arrivals at the users affects the achievable rates
negatively.

Theorem 3: With the DFP policy, any arbitrarily correlated
(i.e., asynchronous) i.i.d. Bernoulli energy arrival process
yields an achievable long-term average rate region no smaller
than the long-term average rate region a fully-correlated
(i.e., synchronous) i.i.d. Bernoulli energy arrival process
yields.
We provide the proof of Theorem 3 in the Appendix.

B. Non-Bernoulli Energy Arrivals

We now relate the performance of asynchronous
i.i.d. Bernoulli energy arrivals and any general i.i.d. energy
arrivals with the same mean. The energy arrivals belong to
any arbitrary distribution, i.e., E1i ∈ [0, B1] and E2i ∈ [0, B2]
with arbitrary correlation between them. We first state the
following lemma which is an extension of [50, Lemma 2]
to the case of two random variables. This lemma compares
the expected value of a concave function over Bernoulli and
non-Bernoulli random variables. While we state the lemma
for jointly concave functions, in fact, individual concavity of
the function with respect to each variable is sufficient for
the proof. In our case, the function is the sum rate which is
jointly concave with respect to both user powers.

Lemma 4: Let f (x, y) be a jointly concave function in x, y
on [0, B1]×[0, B2]. Let X, Y be random variables arbitrarily
distributed on [0, B1] × [0, B2]. Let (X̂ , Ŷ ) be Bernoulli
random variables distributed on the same support set with the
probability mass function p11 = E[XY ]

B1 B2
, p10 = E[X ]

B1
− E[XY ]

B1 B2
,

p01 = E[Y ]
B2

− E[XY ]
B1 B2

, and p00 = 1 − E[X ]
B1

− E[Y ]
B2

+ E[XY ]
B1 B2

.
Then,

E[ f (X̂ , Ŷ )] ≤ E[ f (X, Y )] (43)

Proof: Applying the concavity of f (x, y) first with respect
to x and then with respect to y,

f (x, y) ≥ x

B1
f (B1, y) + B1 − x

B1
f (0, y) (44)

≥ B2 − y

B2

x

B1
f (B1, 0) + y

B2

x

B1
f (B1, B2)

+ B2−y

B2

B1−x

B1
f (0, 0)+ y

B2

B1−x

B1
f (0, B2) (45)

Then, setting x = X, y = Y , taking the expectation of both
sides, and applying the relationship between the probability
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mass function of the Bernoulli random variable and the
expectations as described above, gives the desired result. �

The following theorem relates the performance of the DFP
policy under Bernoulli and general energy arrivals. The proof
follows similar to [50, Proposition 4] using Lemma 4 above.

Theorem 4: With the DFP policy, any general i.i.d. energy
arrival process yields an achievable long-term average rate
region no smaller than the long-term average rate region a
corresponding arbitrary (i.e., asynchronous) i.i.d. Bernoulli
energy arrival process with the same recharge rate yields.

C. An Upper Bound for Online Policies

We now develop an upper bound which is valid for all online
policies. This upper bound is universal in that it does not
depend on the joint distribution of the energy arrival processes.
It is valid for all energy arrival processes, and depends only
on the average recharge rates of the energy arrival processes.

Theorem 5: The online long-term average capacity region
for the multiple access channel is upper bounded as,

r1 ≤ 1

2
log

(
1 + P̄1

σ 2

)
(46)

r2 ≤ 1

2
log

(
1 + P̄2

σ 2

)
(47)

r1 + r2 ≤ 1

2
log

(
1 + P̄1 + P̄2

σ 2

)
(48)

where P̄k is the average recharge rate of user k.
Proof: The achievable long-term average rate region for

any online policy is upper bounded by the achievable long-
term average rate region with the optimum offline policy,
where all of the energy arrival information is known non-
causally ahead of time. In addition, the achievable long-
term average rate region with finite-sized battery is upper
bounded by the achievable long-term average rate region with
an unlimited-sized battery. For the offline problem, eliminating
the no-energy-overflow constraints due to the finite battery
size, the feasible set for the transmit power policy for user
k, denoted as gn

k , becomes

Fn
k �

{
{gki }n

i=1 : 1

m

m∑
i=1

gki ≤ 1

m

(
m∑

i=1

Eki + Bk

)
,

m = 1, . . . , n

}
, k = 1, 2 (49)

where we have added Bk to the right hand side of (49) to allow
for the case when the system has started with a full battery
at the beginning of the communication session. We assume
without loss of generality that Eki ≤ Bk . Next, we define a
larger feasible set as,

Gn �
{
{g1i}n

i=1, {g2i}n
i=1 :

1

n

n∑
i=1

g1i +g2i ≤ 1

n

(
n∑

i=1

E1i +B1+
n∑

i=1

E2i +B2

)}

(50)

which is formed by considering only one of the constraints for
m = n instead of all of the constraints m = 1, . . . , n in the
set Fn

k , and by adding up the inequalities. Then, the offline
sum rate is upper bounded as,

Rof f � lim
n→∞ max

{gki }n
i=1∈Fn

k

1

n

n∑
i=1

1

2
log

(
1 + g1i + g2i

σ 2

)
(51)

≤ lim
n→∞ max

{gki }n
i=1∈Gn

1

n

n∑
i=1

1

2
log

(
1 + g1i + g2i

σ 2

)
(52)

≤ lim
n→∞ max

{gki }n
i=1∈Gn

1

2
log

(
1 +

1
n

(∑n
i=1 g1i + g2i

)
σ 2

)
(53)

≤ lim
n→∞

1

2
log

(
1+

1
n

(∑n
i=1 E1i +B1+∑n

i=1 E2i +B2
)

σ 2

)

(54)

= 1

2
log

(
1 + P̄1 + P̄2

σ 2

)
(55)

where (52) follows because Gn is a larger feasible set, (53)
follows from the concavity of the log function, (54) follows by
applying the inequality in Gn , and (55) follows by the strong
law of large numbers and since the remaining 1

n Bk terms go
to zero as n tends to infinity. This proves (48). The proofs for
(46) and (47) follow similarly. �

Finally, comparing the lower bound in Theorem 1 and
the upper bound in Theorem 5, we note that the distance
in all directions is bounded by a finite number (0.72 in
this case) which is independent of all system parameters.
We recall that: 1) the lower bound in Theorem 1 is valid for
all synchronous Bernoulli arrivals; 2) by Theorem 2, the rates
of any general synchronous energy arrivals are no smaller than
the rates of synchronous Bernoulli arrivals; 3) by Theorem 3,
the rates of any arbitrary (asynchronous) Bernoulli arrivals
are no smaller than the rates of a corresponding synchronous
Bernoulli arrivals; and 4) by Theorem 4, the rates of any
arbitrary energy arrivals are no smaller than a corresponding
arbitrary (asynchronous) Bernoulli arrivals.

To complete the argument, and put everything together,
we note the following subtlety: Starting from any arbitrary
energy arrival processes, the Bernoulli energy arrivals obtained
in Theorem 4 (see the construction of the joint probability
mass function in Lemma 4) is not in general such that p01 =
p10, which is required by Theorem 3. Note that, we have
p01 = p10, if the average recharge rates per unit battery are
equal, i.e., P̄1

B1
= P̄2

B2
. This ensures E[X ]

B1
= E[Y ]

B2
in Lemma 4,

and therefore, ensures p01 = p10. We refer to this condition
as either equal normalized recharge rates, or alternatively
as equal recharge rates per unit battery. Our final result
therefore is that, under equal recharge rates per unit battery,
the proposed DFP policy is near-optimal as it yields rates that
are within a constant gap from the optimal online policy for
all system parameters.

We note though that this restriction is not too strict as it does
not necessarily imply a complete symmetry in the system with
B1 = B2 and P̄1 = P̄2. For instance, all uniform distributed
energy arrival processes with realizations in [0, Bk] satisfy
this condition. This restriction allows us to make a direct
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Fig. 5. Optimal powers for Bernoulli arrivals (fully-correlated arrivals).

Fig. 6. Optimal powers for Bernoulli arrivals (fully-correlated arrivals).

comparison between synchronous and asynchronous Bernoulli
energy arrivals as in Theorem 3, and gives more intuition.
We note that the same lower bound follows without this
condition as in [56] without making any comparisons with
fully-synchronized energy arrivals.

We show the relationships between the bounds derived in
this paper in Fig. 4.

VI. NUMERICAL EXAMPLES

In this section, we illustrate the results obtained through
several numerical examples. We set σ 2 = 1 mW (milli-Watt).
We first consider the case of fully-correlated (synchronized)
i.i.d. Bernoulli energy arrivals. For the corner point where
user 2 operates at its single-user capacity, i.e., when μ2 > μ1,
we plot the optimal power allocations in Fig. 5, for p =
0.1, B1 = 0.5 mJ (milli-Joule) and B2 = 3 mJ. As we proved,
user 1 transmits for a longer duration than user 2, and user 2
follows its single-user power allocation. Note that this occurs
even though the battery at user 1 is much smaller than the
battery at user 2. Similarly, when μ1 > μ2, Fig. 6 shows that
user 1 operates at its single-user rate and user 2 transmits for
a longer duration. We then plot the total power achieving the

Fig. 7. Optimal powers for Bernoulli arrivals (fully-correlated arrivals).

Fig. 8. Sum rate: optimal policy, DFP policy, greedy policy and upper bound
(fully-correlated Bernoulli arrivals).

optimal long-term average sum-rate in Fig. 7. As we proved,
the total power is higher than the optimal single-user power
allocations of the users in every slot.

Next, we show the performance of the proposed DFP policy
versus the optimal online policy and the upper bound in Fig. 8
for fully-correlated Bernoulli arrivals. We study the sum-rate
point at which we have μ1 = μ2. We observe that DFP
performs close to the optimal. We also study the performance
of the greedy policy in which the transmitter transmits when-
ever there is energy in the battery. We notice that the perfor-
mance of the greedy policy is poor. The reason for this poor
performance is that under Bernoulli arrivals, the transmitters
transmits with probability p a rate of 1

2 log(1 + B1 + B2)
and remains silent with probability 1 − p, thus, the long-term
average throughput is equal to p 1

2 log(1 + B1 + B2) and for
low values of p this rate is far from optimal.

In Fig. 9, we study the performance of the DFP policy
for the fully-correlated Bernoulli energy arrivals under fixed
average recharge rate. We fix the average recharge rate to
P̄1 = 1mJ and P̄2 = 2mJ. The performance of the DFP
policy is close to the performance of the optimal policy. The
performance of both the optimal and the DFP policies decrease
with the battery size. This is because the average recharge
rate for the Bernoulli arrivals is equal to P̄k = Bk p, thus,
for a fixed average recharge rate, as the value of the battery
increases the value of p decreases. The smaller the value of p
the less frequent the energy will arrive and this will degrade
the performance.
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Fig. 9. Sum rate: optimal policy and DFP policy (fully-correlated Bernoulli
arrivals) for fixed average recharge rate.

Fig. 10. Sum rate: Upper bound and DFP policy (fully-correlated and
independent Bernoulli arrivals).

Fig. 11. Sum rate: Upper bound and DFP policy (fully-correlated and
independent uniform arrivals).

In Fig. 10, we compare the performance of the DFP policy
for fully-correlated and independent Bernoulli energy arrivals.
As proved, the achievable performance of fully-correlated

Fig. 12. Achievable rate regions (fully-correlated and independent arrivals
for uniform and Bernoulli).

energy arrivals serves as a lower bound for the performance
of asynchronous (in this case completely independent) energy
arrivals. In Fig. 11, we compare the achievable rates of the
DFP policy for fully-correlated and independent (asynchro-
nous) uniformly-distributed (i.e., not Bernoulli) energy arrivals
with the support of [0, Bk] at user k. We note that fully-
correlated energy arrivals yield lower sum rates. However,
the gap between the two is less than the gap between the per-
formances of the fully-correlated and independent Bernoulli
energy arrivals in Fig. 10. In Fig. 12, we show the long-term
average rate regions obtained by the DFP policy for fully-
correlated and independent energy arrivals for Bernoulli and
uniform-distributed energy arrivals. We observe that in both
cases, independent arrivals yield larger rates, and also uniform
arrivals yield larger rates than Bernoulli arrivals.

VII. CONCLUSION

We studied the optimal and near-optimal online power
control policies which achieve the largest long-term average
rate region for a two-user multiple access channel under
equal average recharge rate per unit battery. We first con-
sidered the synchronous i.i.d. Bernoulli energy arrivals and
obtained the exactly optimum policy. For this case, we showed
that the long-term average rate region is a single pentagon and
the optimal power allocation achieving the boundary of this
region is decreasing between energy arrivals. The fractional
form of the optimal policy and the single pentagon structure
of the long-term average rate region motivated the proposed
distributed fractional power (DFP) policy. The DFP policy is a
function of the battery size and the average recharge rate. Each
user knows only its own average recharge rate. We showed
that under the DFP policy and for Bernoulli energy arrivals,
synchronous arrivals yield a smaller long-term average rate
region than the asynchronous arrivals. Then, we showed that
under the DFP policy, Bernoulli energy arrivals yield a smaller
long-term average rate region than general energy arrivals.
We developed a lower bound for the synchronous Bernoulli
energy arrivals and a universal upper bound for all energy
arrivals and all online policies. We showed that the developed
lower and upper bounds are within a constant gap of each
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other, and hence, the optimal online policy is within a constant
gap to the proposed DFP policy for equal normalized average
recharge rates.

APPENDIX

PROOF OF THEOREM 3

As discussed at the beginning of Sub-section V.A, we con-
sider a synchronous Bernoulli energy arrival process with
parameter p, and an asynchronous Bernoulli energy arrival
process with parameters p00, p01, p10 and p11 with p01 = p10.
As also discussed, it suffices to consider only the sum rate,
i.e., we need to show,

lim
n→∞

1

n
Esync

[
n∑

i=1

1

2
log (1+ pb1i + pb2i)

∣∣∣∣x1, x2

]

≤ lim
n→∞

1

n
Easync

[
n∑

i=1

1

2
log (1+ pb1i + pb2i)

∣∣∣∣x1, x2

]
(56)

where pb1i and pb2i inside the logarithms show that p
fraction of the available energy b1i and b2i are being used
for transmission, and xk is the initial battery state at the kth
user in slot 1. To prove (56), it suffices to prove it for each
individual slot, i.e.,

Esync

[
log (1 + pb1i + pb2i )

∣∣∣∣x1, x2

]

≤ Easync

[
log (1 + pb1i + pb2i)

∣∣∣∣x1, x2

]
, ∀i (57)

To give intuition, we first prove the inequality for a few
indices. First note that when i = 1, both sides of (57) are
identical and equal to log (1 + px1 + px2), and therefore,
the inequality in (57) holds as an equality.

For i = 2, we evaluate the expectations by considering the
possibilities of an energy arrival and no arrival in slot 1, for
the synchronous case as,

Esync

[
log (1 + pb12 + pb22)

∣∣∣∣x1, x2

]

= p log (1 + pB1 + pB2)

+ (1 − p) log (1 + p(1 − p)x1 + p(1 − p)x2) (58)

and for the asynchronous case as,

Easync

[
log (1 + pb12 + pb22)

∣∣∣∣x1, x2

]

= p11 log (1 + pB1 + pB2)

+ p10 log (1 + pB1 + p(1 − p)x2)

+ p01 log (1 + p(1 − p)x1 + pB2)

+ p00 log (1 + p(1 − p)x1 + p(1 − p)x2) (59)

≥ p11 log (1 + pB1 + pB2)

+ p10 log (1 + p(1 − p)x1 + p(1 − p)x2)

+ p01 log (1 + pB1 + pB2)

+ p00 log (1 + p(1− p)x1 + p(1 − p)x2) (60)

= p log (1 + pB1 + pB2)

+ (1 − p) log (1 + p(1 − p)x1 + p(1 − p)x2) (61)

= Esync

[
log (1 + pb12 + pb22)

∣∣∣∣x1, x2

]
(62)

where the inequality in (60) follows from Lemma 3 and the
fact that p01 = p10; (61) follows because p11 + p01 = p and
p00 + p10 = 1 − p; and (62) follows from (58).

For i = 3, we evaluate the expectations by considering the
possibilities of energy arrivals and no arrivals in slots 1 and 2,
for the synchronous case as,

Esync

[
log (1 + pb13 + pb23)

∣∣∣∣x1, x2

]

= p log (1 + pB1 + pB2)

+ p(1 − p) log (1 + p(1 − p)B1 + p(1 − p)B2)

+ (1− p)2 log
(

1 + p(1− p)2x1 + p(1− p)2x2

)
(63)

and for the asynchronous case as,
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)

+ p2
00 log

(
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)

+ p01 p00 log
(
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)
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)
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+ p10 p log (1 + pB1 + p(1 − p)B2) (64)

≥ p11 log (1 + pB1 + pB2)
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+ p01(1 − p) log
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00 log

(
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)
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(
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)
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+ p10 p log (1 + pB1 + pB2) (65)

= p log (1 + pB1 + pB2)

+ p(1 − p) log (1 + p(1 − p)B1 + p(1 − p)B2)

+ (1− p)2 log
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1 + p(1− p)2x1 + p(1− p)2x2

)
(66)
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[
log (1 + pb13 + pb23)

∣∣∣∣x1, x2

]
(67)

where (65) follows from Lemma 3 and the fact that p01 = p10;
(66) follows from adding up similar terms; and (67) follows
from (63).

We now proceed to the proof of the general case where
i = k. For this case, the sum rate for the synchronous
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case is,

Esync

[
log (1 + pb1k + pb2k)
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and for the asynchronous case is,
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...
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The proof for the general case follows similarly by applying
Lemma 3 between all two consecutive terms except for the
first and the last, and then, by adding up similar terms.
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