
6 IEEE TRANSACTIONS ON GREEN COMMUNICATIONS AND NETWORKING, VOL. 6, NO. 1, MARCH 2022

Timely Status Updating Over Erasure Channels
Using an Energy Harvesting Sensor: Single and

Multiple Sources
Ahmed Arafa , Member, IEEE, Jing Yang , Member, IEEE, Sennur Ulukus , Fellow, IEEE,

and H. Vincent Poor , Life Fellow, IEEE

(Invited Paper)

Abstract—A status updating system is considered in which data
from multiple sources are sampled by an energy harvesting sen-
sor and transmitted to a remote destination through an erasure
channel. The goal is to deliver status updates of all sources in a
timely manner, such that the cumulative long-term average age-
of-information (AoI) is minimized. The AoI for each source is
defined as the time elapsed since the generation time of the lat-
est successful status update received at the destination from that
source. Transmissions are subject to energy availability, which
arrives in units according to a Poisson process, with each energy
unit capable of carrying out one transmission from only one
source. The sensor is equipped with a unit-sized battery to save
the incoming energy. A scheduling policy is designed in order to
determine which source is sampled using the available energy.
The problem is studied in two main settings: 1) no erasure sta-
tus feedback and 2) perfect instantaneous feedback. For the case
of one source, it is shown that renewal policies are optimal, in
which successful status update instances form a renewal pro-
cess. In the setting without feedback, it is further shown that
threshold-based policies are optimal, in which the source is sam-
pled only if the time until a new energy unit arrives exceeds a
certain threshold. In the setting with feedback, threshold-greedy
policies are investigated, in which the source is sampled accord-
ing to a threshold-based policy following successful transmissions,
and instantaneously whenever energy is available following failed
transmissions. The optimal thresholds are found in closed-form
in terms of the erasure probability. Such threshold-based poli-
cies are then extended for the case of multiple sources, combined
with round robin scheduling in the setting without feedback, in
which sources are sampled in the same repeating order; and
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maximum-age-first scheduling in the setting with feedback, in
which sources with maximum AoI are given priority. In both set-
tings, the achieved cumulative long-term average AoI is derived
in closed-form in terms of the threshold, the erasure probability
and the number of sources.

Index Terms—Age of information, energy harvesting commu-
nications, erasure channel, multiple sources.

I. INTRODUCTION

REAL-TIME sensing, monitoring and updating of physi-
cal phenomena is a main component of cyber-physical

systems, 5G and beyond wireless systems, and Internet-of-
Things (IoT) applications including industrial IoT (IIoT).
Delivering fresh data is crucial in such systems so that optimal
decisions are taken in a timely manner to maintain desirable
system performance. The age-of-information (AoI) metric has
been introduced in the literature for assessing the freshness and
timeliness of data [1], and is simple enough for implementation
on low-complexity sensors, such as in IoT applications. When
sensors rely on energy harvested from nature to communicate,
it becomes essential to optimally manage the available energy
to deliver timely data without risking running energy-hungry
for long periods. In this work, we focus on timely status updat-
ing from multiple time-varying sources of data using a shared
energy harvesting sensor over a noisy communication channel.
We develop optimal transmission and scheduling policies that
deliver status updates in a timely manner (with minimal AoI)
subject to the availability of energy.

The AoI metric has been studied in the literature under var-
ious settings; mainly through modeling the update system as
a queuing system and analyzing the long-term average AoI,
and through using optimization tools to characterize optimal
status updating policies, see, e.g., the recent survey in [2].

In this paper, we consider a multiple source system mon-
itored remotely through the help of data sent by an energy
harvesting sensor. Energy arrives in units according to a
Poisson process of unit rate, with each energy unit capable
of only one transmission from only one source. Transmissions
are composed of time-stamped packets (status updates) and are
delivered to the remote destination through an erasure chan-
nel. Specifically, each status update is either erased with some
probability or delivered instantly. With the goal of minimizing
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the cumulative long-term average AoI, we devise transmission
and scheduling policies in two main settings regarding whether
or not the sensor receives erasure feedback.

We first focus on the case of one source, and show that
renewal policies are optimal, in which successful status update
times form a renewal process. We then show that optimal
renewal policies admit a threshold structure, in which a new
status update is transmitted only if the time until the next
energy arrival since the latest transmission exceeds a certain
threshold. In the system with feedback, this is complemented
with greedy re-transmissions in case of failures, in which new
status updates are transmitted whenever energy is available.
The optimal thresholds are derived in closed-form in terms
of the erasure probability. We then extend this to the case
of multiple sources. We focus on threshold-based policies
combined with round robin scheduling in the setting without
erasure feedback, and maximum-age-first scheduling in the set-
ting with feedback. Closed-form expressions for the AoI are
derived in both cases. Several numerical results are presented
to corroborate our theoretical findings.

A. Related Works

There have been a number of works focusing on ana-
lyzing AoI when transmitters rely on energy harvesting to
communicate, e.g., [3]–[40]. In summary, these works may
be categorized according to the following three differentiat-
ing aspects: 1) the battery size, which can either be finite or
infinitely large; 2) the energy arrival process knowledge, which
can either be offline, i.e., predictable before the energy arrives
(is harvested), or online, i.e., can only be known causally after
the energy arrives; and 3) the service time, denoting the time
for an update to traverse through the communication chan-
nel and reach the destination – this can take multiple forms,
but is mainly categorized into deterministic (zero or non-zero)
services times, and stochastic service times. Our work in this
paper can be categorized along the finite battery, online, and
deterministic service time category. In addition, we consider
the case of multiple sources over an erasure channel.

This paper includes extensions of the works in [24], [25]
to the case of multiple sources. Other works in the litera-
ture focusing on channel erasures without energy harvesting
constraints include, e.g., [41]–[43].

Studying multiple sources with energy harvesting has been
considered in [33], [34], [39]. Reference [33] focuses on
TDMA and FDMA schemes with average energy harvest-
ing analysis, and provides means to choose between the
two schemes given the available resources. Reference [34]
is closely-related to the setting with feedback in our work.
Following an MDP framework in a discrete-time setting with
finite time horizon, the optimal policy is such that the sen-
sor first probes the channel if the maximum AoI grows above
a certain threshold, and then decides on sampling the source
with maximum AoI if the probed channel conditions are bet-
ter than a certain threshold as well. Different from [34], we
consider an infinite time horizon setting, differentiate between
the setting with feedback and that without feedback, and pro-
vide analytical expressions for the AoI and the threshold under

Fig. 1. System model.

Poisson energy arrivals. Finally, the work in [39] considers
the notion of source diversity when multiple sources monitor
the same physical phenomenon with different costs, and casts
the optimal sampling problem as an MDP in a discrete-time
setting.

II. SYSTEM MODEL

We consider a system of M sources of time-varying data
that need to be monitored at a remote destination. At a given
point in time, a sensor node chooses one of the sources, mea-
sures its status, time-stamps it, and sends a status update to
the destination.1 The sensor relies on energy harvested from
nature to communicate with the destination. Energy arrives
in units according to a Poisson process of unit (normalized)
rate. Energy storage and energy expenditure are also normal-
ized; the sensor is equipped with a unit-sized battery to save
its harvested energy, and one status update transmission con-
sumes one energy unit, i.e., completely depletes the battery.
Any energy units arriving to a full battery are lost. In this set-
ting, all sources share the same energy harvesting sensor, and
hence one energy unit can only update one source.2

Status updates are subject to erasures. Specifically, the
communication channel between the sensor and the des-
tination is modeled as a time-invariant noisy channel, in
which each update transmission gets erased with probabil-
ity q ∈ (0, 1), independently from other transmissions. We
differentiate between two main cases in our treatment:

1) No updating feedback: In this case, the sensor has
no knowledge of whether an update is successful.
Therefore, it can only use the up-to-date energy arrival
profile and status updating decisions as well as the statis-
tical information, such as the energy arrival rate and the
erasure probability of the channel, to decide on which
source to update next, and on the upcoming updating
time points.

2) Perfect updating feedback: In this case, the sensor
receives an instantaneous, error-free, feedback when an
update is transmitted. Therefore, it decides what to do

1This setting is known in the literature as the generate-at-will model, owing
to the fact that data from a chosen source can be generated when requested.

2In the study of energy harvesting communications, several works aim to
take practical battery characteristics, e.g., leakage, inefficiency and lifetime,
into the optimization framework, and investigate their impacts on the optimal
energy management policies and system performances, see, e.g., [44]–[46].
Such considerations are beyond the scope of our paper, and we defer it to
future works on the subject.
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next based on the feedback information, along with the
information it uses for the no feedback case.

A complete system model describing the above features is
shown in Fig. 1.

Each status update carries a time stamp denoting when it
was acquired at the sensor. From the destination’s perspec-
tive, the AoI of source j at time t, aj (t), is defined as the time
elapsed since the latest update of source j has been success-
fully received, i.e., with no erasures. This is mathematically
given by

aj (t) = t − uj (t), (1)

where uj (t) is the time stamp of the last update of source j
that has been successfully received prior to time t.

Since each update transmission is not necessarily successful,
we denote by {li} the set of update transmission times, and by
{si} the times of the successful ones. Therefore, in general,
{si} ⊆ {li}. Let E(t) denote the amount of energy in the
battery at time t. We then have the following energy causality
constraint:

E(l−i
) ≥ 1, ∀i , (2)

where we use l−i to denote the time instance right before li .
We assume that we begin with an empty battery at time 0.

The battery evolves as follows:

E(l−i
)
= min{E

(
l−i−1

)
− 1 +A(xi ), 1}, ∀i , (3)

where xi � li−li−1 denotes the inter-update attempt delay. We
assume s0 = l0 = 0 without loss of generality, i.e., the system
starts with fresh information at time 0. We denote by Fq , the
set of feasible transmission times {li} described by (2) and (3)
in addition to an empty battery at time 0, i.e., E(0) = 0.

Let us define sj ,i as the time of the ith successful update
pertaining to source j. Clearly, {sj ,i} ⊆ {si}, ∀j ∈ [M ].
Further, let us denote by yj ,i � sj ,i − sj ,i−1 the successful
inter-update delay of source j, and by nj (t) the number of
updates from source j that are successfully received by time
t. We are interested in the average AoI given by the area
under the age evolution curve of source j, see Fig. 2, which is
given by

rj (t) =
1

2

nj (t)∑

i=1

y2j ,i +
1

2

(
t − sj ,nj (t)

)2
. (4)

The goal is to choose (i) a set of feasible transmission times
{l1, l2, l3, . . . } ∈ Fq , or equivalently {x1, x2, x3, . . . }, and (ii)
a source scheduling policy π to determine which source gets
sampled at each transmission time, such that the cumulative
long-term average AoI for all sources is minimized. That is,
to solve the following optimization problem:

ρωq,M � min
{xi}∈Fq ,π

lim sup
T→∞

1

M

M∑

j=1

1

T
E
[
rj (T )

]
, (5)

where the expectation is taken over the joint distribution of all
the underlying random variables, the superscript ω ≡ noFB
in the case without updating feedback, and ω ≡ wFB in the
case with perfect feedback.

Fig. 2. Age evolution for source j versus time with nj (t) = 2 successful
updates. In this example, the first update is successfully received after two
update attempts (a circle denotes failure).

We discuss the solution of problem (5) over the next two
sections.

III. THE SINGLE SOURCE CASE

In this section, we solve problem (5) for M = 1 source. In
this case, we drop the subscript j from the relevant expressions,
and problem (5) reduces to only characterizing the optimal
{xi}.

A. No Updating Feedback

We first consider the case ω ≡ noFB. We start by discussing
a key characteristic of the optimal solution. Specifically, we
show that the optimal status update policy is a renewal policy,
in which the actual inter-update times yi ’s are independent
and identically distributed (i.i.d.) and that the actual update
times si ’s form a renewal process.

1) Optimality of Renewal Policies: We first define some
terminologies and notations. We use the term epoch to denote
the time in between two consecutive successful updates. For
instance, the ith epoch starts at time si−1 and ends at si ,
and has a length of yi time units. Note that an epoch may
contain more than one update attempt, and the number of
update attempts may vary from one epoch to another. We now
slightly change our notation to fit it into our epoch definition
and denote by xi ,k the time in between the (k−1)th and the
kth update attempt in the ith epoch. Similarly, let τi ,k denote
the time until the kth energy arrival in the ith epoch starting
from the (k−1)th update attempt. For example, the first energy
arrival in the ith epoch occurs at si−1 + τi ,1, after which an
update attempt occurs at si−1 + xi ,1, with xi ,1 ≥ τi ,1 due
to energy causality (2). Now say that this first update attempt
has failed. Then, the sensor waits for the second energy arrival
in the epoch occurring at si−1 + xi ,1 + τi ,2, after which the
second update attempt occurs at si−1 + xi ,1 + xi ,2, and so
on. Note that according to the definition of τi ,k ’s, they do not
necessarily represent the energy inter-arrival times, since xi ,k
can be strictly larger than τi ,k (see Fig. 3).

Observe that transmission attempts occurring in the ith
epoch may depend, in principal, on the history of events (trans-
mission attempts and energy arrivals) that had occurred before
the epoch started, which we denote by Hi−1. Theorem III-A1
below shows, under some regularity conditions, that this is not
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Fig. 3. AoI in the ith epoch with two update attempts. Arrows represent
energy arrivals, and the circle denotes a failed update attempt.

the case; events in an epoch are independent of the history
of events in previous epochs. Before we make that statement
precise, we focus on the following special case of online
policies, which are also the focus in [10], [21].

Definition 1 [Uniformly Bounded Policy]: An online pol-
icy whose inter-update times have a bounded second moment
is called uniformly bounded.

Intuitively, one would expect practical status update
policies to be uniformly bounded as per Definition III-A1,
so that the inter-update delays do not grow infinitely
large (in expectation). We now state the main
result of this section in Theorem III-A1 below. The
proof of the theorem, which is fully presented in
Appendix A, is similar in essence to the proofs
of [21, Ths. 1 and 2] albeit some notable differences.

Theorem 1: In the optimal solution of problem (5) with
M = 1 and ω ≡ noFB, any uniformly bounded policy is
outperformed by a renewal policy in which the epoch lengths,
yi ’s, are i.i.d.

2) Optimal Renewal Policy (Threshold Structure): We now
analyze the best renewal policy and show that it has a thresh-
old structure. Theorem III-A1 shows that epoch starting times,
si ’s, at which the system resets by making both the sensor’s
battery and the AoI drop to 0 simultaneously, constitute a
renewal process. Since epoch lengths are i.i.d., we drop the
subscript i from all random variables and denote the epoch
duration by y and the inter-update attempt duration by x.
Observe that we do not differentiate between different update
attempts in a single epoch since the sensor is unaware of this
information due to lack of erasure feedback. From the sen-
sor’s point of view, it only designs a single inter-update attempt
duration x. However, it takes the value of q into account while
doing so as we show in the sequel. Let us (re)define τ as the
time elapsed until the next energy arrival starting from the
previous update attempt. Given that the sensor is unaware of
erasure events, the sensor is ignorant of when an epoch starts
or ends; the only available information to base its next update
instant is the time τ . In other words, inter-update attempt times
in the epoch are functions of only the most recent energy
arrival time; that is, x is only a function of τ .

By the strong law of large numbers for renewal processes
(the renewal reward theorem) [47], problem (5) with M = 1
and ω ≡ noFB now reduces to an optimization over a single
epoch as follows:

ρnoFBq,1 = min
x(·)

E[R]

E[y ]

s.t. x (τ) ≥ τ, ∀τ, (6)

where R denotes the area under the AoI curve (the reward) in
the epoch. We now introduce the following auxiliary problem
to solve the one above:

pnoFB(λ) � min
x(·)

E[R]− λE[y ]

s. t. x (τ) ≥ τ, ∀τ, (7)

for some λ ≥ 0. One can show that ρnoFBq,1 is given by
λ∗ that solves pnoFB(λ∗) = 0, and that such λ∗ is unique
since pnoFB(λ) is decreasing in λ [48]. The next theorem
characterizes the solution of problem (7). The proof is in
Appendix B.

Theorem 2: The optimal solution of problem (7) depends
on q. If q < 1

2 , then it is a λ′-threshold policy, in which

x (t) =

{
λ′, t < λ′
t , t ≥ λ′ , (8)

where λ′ is the unique solution of

1 + q

1− q
λ′ + 2q

1− q
e−λ′

= λ. (9)

Otherwise, if q ≥ 1
2 , then the optimal solution is greedy, in

the sense that x (t) = t ∀t .
We conclude this section by stating a few remarks. First,

observe that for the case of no erasures, i.e., q = 0, (originally
considered in [10]) we get from (9) and (47) that λ′ = λ and
p(λ) = e−λ − 1

2λ
2, respectively, coinciding with the optimal

solution in [10]. Second, for a given λ ≥ 0, (9) shows that
λ′ ≤ λ with equality if and only if q = 0. This shows that the
problem with erasures does not have the recurring property
shown in [10], [21], [22] that the optimal long-term average
AoI equals the optimal threshold; they are only equal if q = 0.

B. Perfect Updating Feedback

We now consider the case ω ≡ wFB. As in the no feed-
back case, we also begin by showing that renewal policies are
optimal.

1) Optimality of Renewal Policies: We focus on the class
of uniformly bounded policies (as per Definition III-A1). The
next theorem shows that renewal policies are optimal in that
regard.

Theorem 3: In the optimal solution of problem (5) with
M = 1 and ω ≡ wFB, any uniformly bounded policy is out-
performed by a renewal policy in which the epoch lengths,
yi ’s, are i.i.d.

The proof of the theorem goes along the same lines as in
that of Theorem III-A1. Specifically, we prove Theorem III-A1
by considering a genie-aided setup in which a genie informs
the sensor of when its updates were successful, and then argue
that in the optimal policy such genie’s information can be dis-
carded. One can slightly manipulate such arguments to prove
Theorem III-B1 above by treating the genie-aided system as
exactly the feedback system considered in this section. The
details of the proof are omitted for brevity.
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Fig. 4. Illustration of the notations used to describe energy arrivals and
update attempt times within the epoch, in the setting with perfect updating
feedback.

2) Threshold Greedy Policies: Now that the optimality of
renewal-type policies is established by Theorem III-B1, we
proceed with characterizing the optimal renewal policy in this
section.

Since epoch lengths are i.i.d., by the strong law of large
numbers for renewal processes (the renewal-reward theo-
rem) [47], the objective function of problem (5) with M = 1
and ω ≡ wFB is given by

lim sup
T→∞

1

T
E[r(T )] =

E[R(x )]

E[y(x )]
, (10)

where R denotes the area under the AoI curve (the reward) in
the epoch, and x = {x1, x2, . . . } is the update policy within
the epoch where xi now denotes the time elapsed from the
beginning of the epoch until the ith update attempt,3 and the
expectation is taken with respect to the energy arrivals’ dis-
tribution within the epoch. Different from the case with no
updating feedback, we emphasize the dependency of R and
y on the updating policy x , since now the sensor receives a
feedback for each update attempt. We show later on the effect
of this feedback and how it can be best employed.

Let τ1 denote the time until the first energy arrival in the
epoch, and τi , i ≥ 2, denote the time until energy arrives after
the ith update attempt, i.e., after time xi , see Fig. 4. We now
have the following lemma.

Lemma 1: In the optimal policy, xi only depends on the
AoI at τi + xi−1, i.e., xi ≡ xi (a(τi + xi−1)), with x0 � 0.

The proof of Lemma III-B2 mainly depends on the memo-
ryless property of the exponential distribution, along the same
lines of the proof of [21, Lemma 3], and is omitted for brevity.
By Lemma III-B2, we have x1 ≡ x1(τ1), x2 ≡ x2(τ2+x1(τ1)),
x3 ≡ x3(τ3 + x2(τ2 + x1(τ1))), and so on.

By (10) and Lemma III-B2, problem (5) with M = 1 and
ω ≡ wFB now reduces to an optimization over a single epoch
as follows:

min
x

E[R(x )]

E[y(x )]

s. t. x1(τ1) ≥ τ1

x2(τ2 + x1(τ1)) ≥ τ2 + x1(τ1)

x3(τ3 + x2(τ2 + x1(τ1))) ≥ τ3 + x2(τ2 + x1(τ1))

. . . , (11)

where the inequalities represent energy causality constraints.
Using iterated expectations on the (independent) erasure

3We slightly deviate from the original definition of xi , and assume without
loss of generality that the epoch starts at time 0.

events, E[R(x )] is given by

E[R(x )] = (1− q)
1

2
E

[
x21 (τ1)

]

+ q(1− q)
1

2
E

[
x22 (τ2 + x1(τ1))

]

+ q2(1− q)
1

2
E

[
x23 (τ3 + x2(τ2 + x1(τ1)))

]

+ · · · , (12)

with E[y(x )] given similarly as above after excluding the 1
2

terms and the squaring of the xi ’s.
As in the case with no updating feedback, we introduce the

following auxiliary problem to get a handle on problem (11):

pwFB(λ) � min
x

E[R(x )]− λE[y(x )]

s. t. problem (11)’s constraints, (13)

with λ ≥ 0. As before, one can show that ρwFB
q,1 is given by λ∗

that solves pwFB(λ∗) = 0, and that such λ∗ is unique since
pwFB(λ) is decreasing in λ [48].

We now focus on characterizing pwFB(λ). Towards that
end, we use two terminologies in order to refer to the structure
of xi , for any i. We call xi a greedy policy if the ith update
attempt in the epoch takes place immediately after τi . In this
case, the constraint on xi (the ith lower bound constraint in
problem (11)) is satisfied with equality. On the other hand,
we call xi a γ-threshold policy if the ith update attempt in
the epoch only takes effect if the AoI grows above γ, and
xi (t) would be defined as in (8) after replacing λ′ with γ. We
now have the following lemma (we use the notation [ · ]+ �
max(·, 0); the proof of the lemma is in Appendix C):

Lemma 2: In problem (13), the following two claims are
equivalent:
(A) x1 is a γ-threshold policy.
(B) {xi , i ≥ 2}, are all greedy policies.
Furthermore, if Claim (B) holds, then γ = [λ− q

1−q ]
+.

We term the policies of Lemma III-B2 threshold-greedy
policies. Employing such policies is quite intuitive in systems
with feedback. Firstly, after an update is successfully transmit-
ted, the AoI drops down to 0. One should therefore wait for
some time at least (the threshold γ in this case) before attempt-
ing a new transmission. Such approach has been shown to be
optimal in, e.g., [10], [21], [22], in addition to the system
without feedback in [24]. Secondly, if this new transmission
attempt fails, then the AoI continues to increase until another
energy unit arrives. It is therefore intuitive to update right
away, i.e., greedily, after such energy unit arrives since the
AoI is already high enough (higher than the threshold γ),
and repeat that until the update is eventually successful. The
above lemma shows that threshold-greedy policies are not just
intuitive, but are actually representing a fixed-point solution
of the problem. The next theorem characterizes the optimal
threshold-greedy policy. The proof is in Appendix D.

Theorem 4: The optimal threshold-greedy policy that solves
problem (13) is such that γ∗ = λ∗ − q

1−q > 0, with λ∗ being
the unique solution of

e
−
(
λ∗− q

1−q

)
+

2q − q2

2(1− q)2
=

1

2
(λ∗)2. (14)
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To summarize, given the erasure probability q, the optimal
first status update policy (following a successful transmission)
is a (λ∗− q

1−q )-threshold policy, and then all update attempts
after the first one (following unsuccessful transmissions) are
greedy. λ∗ is the unique solution of (14), which also represents
the long-term average AoI (the value of (10)).

IV. THE MULTIPLE SOURCES CASE

We now extend our solutions in the previous section to the
case of M ≥ 2 sources. Inspired by their optimality in the
single source case, we focus on renewal-type policies for the
multiple sources case as well. Renewals here, however, are
defined with respect to each source j. Specifically, we focus
on updating policies in which the times in between two consec-
utive updates for source j are i.i.d. Such times are governed by
the scheduling policy employed, which we describe in detail
over the following sections.

A. No Updating Feedback

In the case of no updating feedback, we focus on a round
robin (RR) scheduling policy πRR, in which the sensor sam-
ples sources in the order 1, 2, . . . , M and repeats. Each
incoming energy unit is assigned to sample and transmit the
source whose turn comes up in such order.

Given their optimality in the single source case, we focus
on threshold-based policies, in which the sensor samples a
source only if the time until its assigned energy unit arrives
surpasses a certain threshold γ. Such threshold γ is the same
for all sources given the symmetric system conditions.

In what follows, we analyze the long-term average AoI of
some source j under πRR and γ-threshold policies. Clearly,
under such policies, the long-term average AoI’s of all sources
become identical, which we denote ρ̃noFBq,M (RR, γ). We now
have the following theorem (the proof is in Appendix E).

Theorem 5: Consider problem (5) with ω ≡ noFB. RR
scheduling and γ-threshold policies achieve the following
cumulative long-term average AoI:

ρ̃noFBq,M (RR, γ) =
1
2γ

2 + (γ + 1)e−γ

γ + e−γ

+

(
M − 1

2
+

Mq

1− q

)
(
γ + e−γ). (15)

Based on Theorem IV-A, one can find the optimal threshold
γ∗ that minimizes ρ̃noFBq,M (RR, γ).

B. Perfect Updating Feedback

In the case of perfect updating feedback, we focus on a
maximum-age-first (MAF) scheduling policy πMAF, which we
define next.

Definition 2 [Maximum-Age-First (MAF) Scheduling]
The maximum-age-first (MAF) scheduling policy πMAF
schedules the source with maximum AoI to be sampled when
the next energy unit becomes available.

MAF scheduling policies are intuitive since one focuses on
minimizing the cumulative AoI of all sources. In addition,

they have been shown optimal when channel conditions are
symmetric across sources [49], and also in [50] through a
stochastic ordering argument when all sources incur the same
age-penalty. Observe that our system model is symmetric since
updates from all sources encounter the same channel with i.i.d.
erasure events, and all sources incur the same normalized lin-
ear age-penalty (vanilla AoI). We note that MAF and RR are
essentially the same if q = 0. In case q > 0 the two policies
may differ. Also note that MAF scheduling requires knowl-
edge of the AoI of each source at the destination, i.e., requires
erasure feedback.

We combine πMAF with γ-threshold-greedy policies. That
is, if source j is to be sampled next according to πMAF, it only
gets sampled if the time until its assigned energy unit arrives
surpasses a certain threshold γ, and then in case of failure it
follows that with greedy re-transmissions for the same source
j until successful reception.

Next, we analyze the long-term average AoI of some source
j under πMAF and γ-threshold-greedy policies. As in the no
updating feedback case, under such policies, the long-term
average AoI’s of all sources also become identical, which we
denote ρ̃wFB

q,M (MAF, γ). We now have the following theorem
(the proof is in Appendix F).

Theorem 6: Consider problem (5) with ω ≡ wFB.
MAF scheduling and γ-threshold-greedy policies achieve the
following cumulative long-term average AoI:

ρ̃wFB
q,M (MAF, γ)

=

1
2γ

2 + (γ + 1)e−γ
(
γ + e−γ

) q
1−q + q

(1−q)2

γ + e−γ + q
1−q

+
M − 1

2

(
γ + e−γ +

q

1− q

)
. (16)

Based on Theorem IV-B, one can find the optimal
threshold γ∗ that minimizes ρ̃wFB

q,M (MAF, γ). We note that

ρ̃noFB0,M (RR, γ) = ρ̃wFB
0,M (MAF, γ), i.e., the two cases (with

and without feedback) admit the same cumulative long-term
AoI expressions in the case of no erasures, as expected.

V. NUMERICAL RESULTS

In this section, we corroborate our analysis by presenting
some numerical examples.

We first start with the single source case. For the set-
ting without feedback, we plot the optimal AoI derived in
Theorem III-A2 versus the erasure probability, along with the
corresponding optimal threshold in Fig. 5. For the case q ≤ 1

2 ,
we basically start with a large-enough value of λ′ that makes
p(λ′) < 0, and then use a bisection search (in between 0
and that large-enough value) to find λ′ that solves p(λ′) = 0.
We then use (9) to find the optimal long-term average AoI
λ∗ = ρnoFBq,1 . We also plot the optimal long-term average AoI
for the infinite battery case for comparison, which has been
shown in [11] to be equal to 1+q

2(1−q)
. Clearly, the solution for

the infinite battery case serves as a lower bound for the solu-
tion for the B = 1 case. From the figure, we also see that, quite
intuitively, the larger the erasure probability, the larger the AoI,
i.e., ρnoFBq,1 is monotonically increasing in q. In addition, we
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Fig. 5. Optimal AoI for M = 1 source without feedback ρnoFBq,1 , and that

with an infinite battery [11], along with the optimal threshold λ′, versus the
erasure probability q.

Fig. 6. AoI with optimal threshold-greedy policy for M = 1 source with feed-
back, and that with an infinite battery [11], along with the optimal threshold
λ∗ − q

1−q , vs. the erasure probability q.

see that the optimal threshold λ′ is monotonically decreasing
in q. This is quite intuitive, since the sensor should be more
eager to send new updates if the erasure probability is high,
so that when the update is eventually received successfully the
AoI would not be large.

For the case with feedback, we plot the long-term aver-
age AoI achieved with the optimal threshold-greedy policy of
Theorem III-B2 versus the erasure probability q in Fig. 6. We
also plot the optimal threshold λ∗ − q

1−q , and compare the
results with that of the infinite battery case, derived in [13] to
be 1

2(1−q)
. We see that the AoI increases with q, which is quite

expected. We also note that the optimal threshold is almost
constant. This is attributed to the fact that as q increases, both
q/(1−q) and λ∗ in (14) increase by almost the same amount.

In Fig. 7, we analyze the benefits of having a feedback
link by plotting the difference between the long-term average
AoI in the case without feedback and that with feedback ver-
sus the erasure probability q. We denote such difference by
the gain due to feedback in the figure. We observe that the
gain is highest around mid values of q, and decreases around
its extremal values. The main reason behind this is that for

Fig. 7. Difference between the long-term average AoI without feedback and
that with feedback versus the erasure probability q.

relatively low values of q, the two systems (with and with-
out feedback) are almost identical since erasures are not very
common. While for relatively high values of q, feedback is
not really helpful since erasures would occur more frequently
anyway. It is in that mid range around q = 0.4 that feedback
makes a difference.

We now focus on the multiple sources case. Using the
results of Theorem III-A2 and Theorem III-B2, we numeri-
cally compute the optimal threshold γ∗ for different values of
M, with fixed erasure probability q = 0.3, and plot the results
in Fig. 8. One can see that, as expected, the long-term aver-
age AoI for both settings of feedback is increasing with M,
while the optimal threshold is decreasing. In addition, we see
that greedy becomes optimal in case the number of sources
exceeds 2 (in the case without feedback) and 3 (in the case
with feedback). This relatively small number of critical sources
after which greedy becomes optimal is mainly attributed to the
usage of a unit battery at the sensor.

Finally, in Fig. 9, we examine the behavior of our systems as
the number of sources grows large. Specifically, we compute
the percentage gain due to feedback, which we define as

(

1−
ρ̃wFB
q,M (MAF, γ∗)
ρ̃noFBq,M (RR, γ∗)

)

× 100%, (17)

and plot it against M for different values of q. We see
that the percentage gain converges to a specific q-dependent
value as M grows. This shows that while feedback does
enhance the system’s performance, the main performance is
only dependent on the erasure probability q for a large number
of sources.

VI. CONCLUSION

A multi-source status updating system has been considered,
in which a shared energy harvesting sensor samples one source
at a given time, subject to energy availability, and transmits
a relevant status update to a remote destination over an era-
sure channel. Based on whether the feedback erasure status
is available at the sensor, multiple transmission and schedul-
ing policies have been derived to minimize the cumulative
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Fig. 8. Comparison of optimal AoI without feedback ρ̃noFBq,M (RR, γ∗) and

that with feedback ρ̃wFB
q,M (MAF, γ∗) versus the number of sources M, with

erasure probability q = 0.3.

Fig. 9. Percentage gain due to feedback defined in (17) versus the number
of sources M, with different values of the erasure probability q.

long-term average AoI. Our analysis has focused on erasure-
dependent threshold-based policies, in which a new source is
sampled only if the AoI grows above a certain threshold that
depends on the erasure probability. Expressions for the optimal
thresholds and the corresponding AoI’s have been derived, and
numerous corroborating numerical results have been presented.

Future work includes extending the results of this paper to
the case of arbitrary-sized batteries, with more involved battery
storage and leakage models, as well as providing analytical
proofs of optimality for RR (MAF) scheduling for the case
without (with) erasure status feedback.

APPENDIX A
PROOF OF THEOREM III-A1

We follow an indirect approach to prove the theorem.
Basically, we derive an achievable lower bound on the long-
term average AoI using renewal-type policies in a genie-aided
system in which there exists a genie that informs the sen-
sor when updates are successful, i.e., the epochs’ start times.
However, we enforce a constraint on the sensor not to use
the lack of this piece of information to infer that its update is
unsuccessful and act accordingly to change its policy within

the same epoch. This seemingly unintuitive constraint sim-
plifies the proof as we will see later on. Now observe that
such genie-aided system cannot perform worse than the orig-
inal system that we consider in this paper, and hence, a lower
bound on this genie-aided system is also a lower bound on
the original one. We then conclude the proof by showing that
such lower bound is also achievable in the original system by
showing that the optimal renewal-type policy does not actually
need the information provided by the genie, thereby proving
optimality of renewal-type policies in the original system as
well. Next, we provide the details.

In the genie-aided system, consider any online feasible uni-
formly bounded policy {xi ,k}. Focusing on the ith epoch, let
us denote by Ri ,m the area under the age curve in the ith
epoch given that it went through m update attempts, and by
Ri the area under the age curve in it irrespective of how many
update attempts. Let us also denote by ei ,k the event that the
kth update attempt in the ith epoch gets erased. We can now
write the following:

Ri ,m =
1

2

(
xi ,1 + xi ,2 + · · ·+ xi ,m

)2
, (18)

Ri =

∞∑

m=1

Ri ,m ·
m−1∏

k=1

1
(
ei ,k
)
1
(
eci ,m

)
, (19)

where 1(·) is the indicator function, and the superscript c
denotes the complement of an event.

Next, for a fixed time T, denote by NT the number of
epochs that have already started by time T. Given the his-
tory before the ith epoch, Hi−1, and the number of update

attempts in the ith epoch, m, let us define the vector τ
(m)
i �

[τi ,1, τi ,2, . . . , τi ,m ], and define the following statistical aver-
age of the area under the age curve in the ith epoch with m
update attempts:

R̂i ,m

(
γ (m),Hi−1

)
� E

[
Ri ,m

∣
∣
∣τ (m)

i = γ (m),Hi−1

]
.

(20)

Therefore, it holds that

E
[
Ri ,m1(i ≤ NT )

]

= EHi−1

[
E

τ
(m)
i

[
R̂i ,m

(
γ (m),Hi−1

)]
1(i ≤ NT )

∣
∣
∣Hi−1

]

(21)

since 1(i ≤ NT ) is independent of τ
(m)
i given Hi−1. We

can similarly define the following statistical average of the ith
epoch length with m update attempts:

ŷi ,m

(
γ (m),Hi−1

)
� E

[
yi ,m

∣
∣
∣τ (m)

i = γ (m),Hi−1

]
.

(22)

Next, observe that by (4) the following holds:

1

T

∞∑

i=1

Ri1(i ≤ NT − 1)≤ r(T )

T
≤ 1

T

∞∑

i=1

Ri1(i ≤ NT ).

(23)

Following similar analysis as in [10, Appendix C-1], one can
show that the term E[RNT

]/T → 0 as T → ∞, making the
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upper and lower bounds in (23) equal as T → ∞. Therefore,
we proceed by deriving a lower bound on 1

T E[
∑∞

i=1Ri1(i ≤
NT )] and conclude that it shall also serve as a lower bound
on 1

T E[r(T )] as T → ∞ (the objective function of the
problem). We do so through a series of inequalities at the
top of the next page. There, (24), shown at the bottom
of the page, follows since, by definition of NT , it holds
that E[

∑∞
i=1 yi1(i ≤ NT )] ≥ T ; (25), shown at the

bottom of the page, follows by (19); (26), shown at the
bottom of the page, follows by the monotone convergence
theorem, and the fact that erasure events are mutually inde-
pendent and are independent of transmissions; (27), shown
at the bottom of the page, follows by (21); (28), shown
at the bottom of the page, follows again by the mono-
tone convergence theorem; R∗(Hi−1) in (30), shown at
the bottom of the page, denotes the minimum value of∑∞

m=1 q
m−1(1−q)E

τ
(m)
i

[R̂i,m (γ (m),Hi−1)]

∑∞
m=1 q

m−1(1−q)E
τ
(m)
i

[ŷi,m (γ (m),Hi−1)]
; Rmin in (31), shown

at the bottom of the page, denotes the minimum value of
R∗(Hi−1) over all epochs and their corresponding histories,
i.e., the minimum over all i and Hi−1; and (32), shown at the

bottom of the page, and (33), shown at the bottom of the page,
follow by the relationships between ŷi ,m , yi ,m , and yi which
are the same as those between R̂i ,m , Ri ,m , and Ri that got us
from (24) to (27).

Note that the online policy achieving R∗(Hi−1) is only
a function of the energy arrivals in the ith epoch, since the
history Hi−1 is fixed. Now observe that by the memoryless
property of exponential distribution, τi ,k ’s are i.i.d. ∼ exp(1).
Therefore, if one repeats the policy that achieves Rmin over all
epochs, which is possible since the genie provides information
about epochs’ start times, then one gets a renewal policy in
which yi ’s are i.i.d.

We now argue that the best renewal policy does not depend
on the genie’s provided information. First, it is clear that when
an epoch starts, the sensor’s next inter-update attempt becomes
independent of the past and only a function of the energy
arrivals in the epoch, in particular the first arrival time. If the
sensor receives an information from the genie that its first
update was successful, then this means a new epoch started
and the process is repeated. On the other hand, if it does
not hear from the genie, it is not allowed to act upon that

1

T
E

[ ∞∑

i=1

Ri1(i ≤ NT )

]

≥ E[
∑∞

i=1Ri1(i ≤ NT )]

E[
∑∞

i=1 yi1(i ≤ NT )]
(24)

=
E

[∑∞
i=1

∑∞
m=1Ri ,m

∏m−1
k=1 1

(
ei ,k
)
1
(
eci ,m

)
1(i ≤ NT )

]

E[
∑∞

i=1 yi1(i ≤ NT )]
(25)

=

∑∞
i=1

∑∞
m=1 q

m−1(1− q)E
[
Ri ,m1(i ≤ NT )

]
∑∞

i=1 E[yi1(i ≤ NT )]
(26)

=

∑∞
i=1

∑∞
m=1 q

m−1(1− q)EHi−1

[
E

τ
(m)
i

[
R̂i ,m

(
γ (m),Hi−1

)]
1(i ≤ NT )

∣
∣
∣Hi−1

]

∑∞
i=1 E[yi1(i ≤ NT )]

(27)

=

∑∞
i=1 EHi−1

[
∑∞

m=1 q
m−1(1− q)E

τ
(m)
i

[
R̂i ,m

(
γ (m),Hi−1

)]
1(i ≤ NT )

∣
∣
∣Hi−1

]

∑∞
i=1 E[yi1(i ≤ NT )]

(28)

=

∑∞
i=1EHi−1

⎡

⎣∑∞
m=1q

m−1(1− q)E
τ
(m)
i

[
ŷi ,m

(
γ (m),Hi−1

)]
∑∞

m=1 q
m−1(1−q)E

τ
(m)
i

[
R̂i,m(γ (m),Hi−1)

]

∑∞
m=1 q

m−1(1−q)E
τ
(m)
i

[ŷi,m(γ (m),Hi−1)]
1(i ≤ NT )

∣
∣
∣Hi−1

⎤

⎦

∑∞
i=1 E[yi1(i ≤ NT )]

(29)

≥
∑∞

i=1 EHi−1

[
∑∞

m=1 q
m−1(1− q)E

τ
(m)
i

[
ŷi ,m

(
γ (m),Hi−1

)]
R∗(Hi−1)1(i ≤ NT )

∣
∣
∣Hi−1

]

∑∞
i=1 E[yi1(i ≤ NT )]

(30)

≥
∑∞

i=1

∑∞
m=1 q

m−1(1− q)EHi−1

[
E

τ
(m)
i

[
ŷi ,m

(
γ (m),Hi−1

)]
1(i ≤ NT )

∣
∣
∣Hi−1

]

∑∞
i=1 E[yi1(i ≤ NT )]

Rmin (31)

=

∑∞
i=1

∑∞
m=1 q

m−1(1− q)E
[
yi ,m1(i ≤ NT )

]
∑∞

i=1 E[yi1(i ≤ NT )]
Rmin (32)

= Rmin (33)
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information according to our enforced constraint that we stated
at the beginning of the proof. Hence, it repeats the same policy,
otherwise the constraint would be violated. Therefore, the pol-
icy does not change whether the genie sends its information
or not. Finally, observe that this policy is achievable in the
original system considered in this paper, i.e., the system with
no genie. This completes the proof.

APPENDIX B
PROOF OF THEOREM III-A2

We first evaluate the terms E[y ] and E[R]. The expected
epoch length can be found using iterated expectations by con-
ditioning on how many erasure events occurred in it. We now
write the following:

E[y ] = (1− q)E[x (τ1)]

+ q(1− q)(E[x (τ1)] + E[x (τ2)])

+ q2(1− q)(E[x (τ1)] + E[x (τ2)] + E[x (τ3)])

+ · · · (34)

= E[x (τ)]
(
1 + q + q2 + · · ·

)
(35)

=
E[x (τ)]

1− q
, (36)

where τ ∼ exp(1), and the second equality follows since τj ’s
are i.i.d. exp(1) random variables by the memoryless property
of the exponential distribution. The expected area under the
age curve in a single epoch can be found similarly as follows:

E[R] = (1− q)
1

2
E

[
x2(τ1)

]

+ q(1− q)
1

2
E

[
(x (τ1) + x (τ2))

2
]

+ q2(1− q)
1

2
E

[
(x (τ1) + x (τ2) + x (τ3))

2
]

+ · · · (37)

=
1

2
E

[
x2(τ)

](
1 + q + q2 + · · ·

)

+ (E[x (τ)])2
(
q + 2q2 + 3q3 + · · ·

)
(38)

=
1
2E
[
x2(τ)

]

1− q
+

q(E[x (τ)])2

(1− q)2
, (39)

where the second equality again follows since τj ’s are i.i.d.,
and after some algebraic manipulations.

Using (36) and (39), one can write the following
Lagrangian [51] for problem (7):

L =
1
2E
[
x2(τ)

]

1− q
+

q(E[x (τ)])2

(1− q)2
− λ

E[x (τ)]

1− q

−
∫ ∞

0
(x (τ)− τ)η(τ)dτ, (40)

where η is a Lagrange multiplier. Taking (the functional)
derivative with respect to x(t) and equating to 0, we get that
the optimal x satisfies

x (t) = λ− 2q

1− q
E[x (τ)] +

η(t)

e−t/1− q
. (41)

Now let us define

λ′ � λ− 2q

1− q
E[x (τ)]. (42)

The sign of λ′ has a major implication on the optimal policy’s
structure, which we discuss in detail next.

If λ′ < 0 then we must have η(t) > 0, ∀t , to maintain
positivity of x(t). By complementary slackness [51] this fur-
ther implies that x(t) = t, ∀t , i.e., a greedy zero-wait policy is
optimal in this case, in which energy is used to send an update
whenever it arrives. This case occurs for relatively high val-
ues of q which we specify precisely towards the end of this
section. The value of pnoFB(λ) in this case can be computed
by plugging in x (τ) = τ with E[x (τ)] = 1 and E[x2(τ)] = 2
to get after some direct manipulations that

pnoFB(λ) =
1− λ(1− q)

(1− q)2
, (43)

which admits an optimal long-term average AoI, λ∗, of

λ∗ =
1

1− q
. (44)

Note that such greedy policy is always feasible and there-
fore (44) can generally serve as an upper bound on λ∗.

Now if λ′ ≥ 0, then by complementary slackness [51] we
get that (see [10] and [21])

x (t) =

{
λ′, t < λ′
t , t ≥ λ′ . (45)

That is, the optimal status update policy is a λ′-threshold pol-
icy. Using this, one can directly compute E[x (τ)] = λ′+e−λ′

and substitute back in (42) to get that

1 + q

1− q
λ′ + 2q

1− q
e−λ′

= λ. (46)

Direct first derivative analysis shows that the left hand side
above is increasing in λ′ for λ′ ≥ 0, and therefore, since
its value at λ′ = 0 is 2q/(1−q), (46) has a unique solu-
tion in λ′ for every given λ ≥ 2q/(1 − q), i.e., 2q/(1−q)
is the best achievable long-term average AoI if λ′ ≥ 0.
Now observe that for q > 1/2, the greedy zero-wait policy
achieves a lower long-term average AoI than that, given by
1/(1−q). We therefore conclude that in the optimal policy, λ′
can only be non-negative if q ≤ 1/2. Continuing with this
assumption, we use (45), and some algebraic manipulations,
to get

pnoFB(λ′) =
(1− q)

(
e−λ′ − 1

2

(
λ′
)2)− q

(
λ′ + e−λ′)2

(1− q)2
,

(47)

with λ′ as defined in (46). Now observe that solv-
ing pnoFB(λ′) = 0 for λ′ ≥ 0 is tantamount to
having pnoFB(0) ≥ 0 (since pnoFB(λ) is monoton-
ically decreasing [48] in λ, and λ is an increasing
function of λ′ from (46)). In other words, we must
have

pnoFB(0) =
1− 2q

(1− q)2
≥ 0 ⇐⇒ q ≤ 1

2
(48)
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as assumed before.
In conclusion, the optimal policy’s structure depends on

the value of the erasure probability, q. If q > 1
2 then (47)

does not admit a positive λ′ solution for pnoFB(λ′) = 0, and
therefore it holds that λ′ < 0, and the greedy zero-wait pol-
icy is optimal. While if q ≤ 1

2 then the optimal policy is
a λ′-threshold policy as in (45), with the optimal λ′ solving
pnoFB(λ′) = 0.

APPENDIX C
PROOF OF LEMMA III-B2

First, we prove the direct part: If xi , i ≥ 2, are all greedy
policies, then the optimal x1 is a γ-threshold policy with γ =
[λ − q

1−q ]
+. We start by the simplifying the expected epoch

length as follows:

E[y(x )] = (1− q)E[x1(τ1)] + q(1− q)(1 + E[x1(τ1)])

+ q2(1− q)(2 + E[x1(τ1)]) + · · ·
+ q i−1(1− q)(i − 1 + E[x1(τ1)]) + · · · (49)

= E[x1(τ1)] +
q

1− q
. (50)

Before simplifying the expected epoch reward, let us define
Gi �

∑i
j=2 τj , i ≥ 2. We now proceed as follows:

E[R(x )] = (1− q)
1

2
E

[
x21 (τ1)

]

+

∞∑

i=2

q i−1(1− q)E
[
(Gi + x1(τ1))

2
]

(51)

= (1− q)
1

2
E

[
x21 (τ1)

]

+

∞∑

i=2

q i−1(1− q)E

(
1

2
E

[
G2
i

]
+

1

2
E

[
x21 (τ1)

]

+ E[Gi ]E[x1(τ1)]

)
(52)

=
1

2
E

[
x21 (τ1)

]
+

q

1− q
E[x1(τ1)]

+
1

2

∞∑

i=1

(
i − 1 + (i − 1)2

)
q i−1(1− q) (53)

=
1

2
E

[
x21 (τ1)

]
+

q

1− q
E[x1(τ1)] +

q

(1− q)2
,

(54)

where (53) follows by the fact that Gi has a gamma distribu-
tion with parameters i−1 and 1, and, in particular, its second
moment is given by E[G2

i ] = i − 1 + (i − 1)2.
We now plug (50) and (54) into the objective function of

problem (13), and introduce the following Lagrangian [51]:

L =
1

2
E

[
x21 (τ1)

]
+

(
q

1− q
− λ

)
E[x1(τ1)] +

q

(1− q)2

− λ
q

1− q
−
∫ ∞

0
η1(τ1)(x1(τ1)− τ1)dτ1, (55)

where η1 is a Lagrange multiplier. Taking the (functional)
derivative with respect to x1(t) and equating to 0 we get

x1(t) =

(
λ− q

1− q

)
+

η1(t)

e−t . (56)

We now have two cases. The first is when λ < q
1−q , whence

η1(t) must be strictly positive ∀t , which implies by comple-
mentary slackness [51] that x1(t) = t , ∀t . In other words, x1
in this case is a greedy policy, or equivalently a 0-threshold
policy. The second case is when λ ≥ q

1−q , in which sim-
ilar analysis to that in the proof of Theorem III-A2 (see
also [21, Sec. 3]) can be carried out to show that x1 is a
(λ− q

1−q )-threshold policy. Combining both cases concludes
the proof of the direct part.

We now prove the converse part: if the optimal x1 is a
γ-threshold policy, then the optimal xi , i ≥ 2, are all greedy
policies. Hence, the first update attempt occurs optimally (by
hypothesis) at x1(τ1). Assume that it fails. Note that, by con-
struction, τ2 > x1(τ1) (see Fig. 4). Let s2 � τ2 + x1(τ1), and
let x2 be not greedy: x2(s2) = s ′2 for some s ′2 > s2. Now
consider a slightly different energy arrival pattern, in which
the first energy arrival occurs at s2, as opposed to τ1. Since
s2 > x1(τ1), and x1 is an optimal threshold policy, therefore it
holds that x1(s2) = s2, i.e., it is optimal to update right away
at time s2 in the second sample path situation.

Now observe that in both situations the AoI a(s2) = s2;
and, by the memoryless property of exponential distribution,
that the time until the next energy arrival after s2 is ∼ exp(1).
In addition, the probability that an update gets erased is inde-
pendent of past erasures. Given that a(s2) = s2, the upcoming
energy arrival is ∼ exp(1), and the probability of erasure is
q, the optimal decision in the second situation is x1(s2) = s2,
i.e., update exactly at s2. Therefore, in the first situation, in
which the same statistical conditions hold at s2, it cannot be
optimal to wait and update at time s ′2. Hence, x2 must be
greedy. Similar arguments hold to show that xi , i ≥ 3, must
all be greedy as well, given that the optimal x1 is a threshold
policy. This concludes the proof of the converse part, and that
of the lemma.

APPENDIX D
PROOF OF THEOREM III-B2

We start by substituting x1 into equations (50) and (54) (see
Appendix C) for two cases. First, for λ < q

1−q , x1 is greedy,

i.e., E[x1(τ1)] = 1 and E[x21 (τ1)] = 2. Therefore, pwFB(λ) =

1−λ 1
1−q + 2q−q2

(1−q)2
. Second, for λ ≥ q

1−q , x1 is a (λ− q
1−q )-

threshold policy, and by direct computation E[x1(τ1)] =
1
2 (λ−

q
1−q ) and E[x21 (τ1)] = 2e

−(λ− q
1−q

). Therefore, pwFB(λ) =

e
−(λ− q

1−q
) − 1

2λ
2 + 2q−q2

2(1−q)2
. In summary, we have

pwFB(λ) =

⎧
⎨

⎩

1− λ 1
1−q + 2q−q2

(1−q)2
, λ < q

1−q

e
−
(
λ− q

1−q

)
− 1

2λ
2 + 2q−q2

2(1−q)2
, λ ≥ q

1−q .

(57)

We now find λ∗ that solves pwFB(λ∗) = 0. It can be
directly checked that for λ < q

1−q , pwFB(λ) = 1 − λ 1
1−q +

2q−q2

(1−q)2
> 0. Thus, focusing on the case λ ≥ q

1−q , λ∗ is found
by solving

e
−
(
λ∗− q

1−q

)
+

2q − q2

2(1− q)2
=

1

2
(λ∗)2, (58)
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which admits a unique solution that is strictly larger than q
1−q .

This can be readily verified by observing that, 1) the right
hand side of (58) is smaller than the left hand side for λ∗ =
q/(1− q); and 2) the right hand side of (58) is increasing in
λ∗ while the left hand side is decreasing.

APPENDIX E
PROOF OF THEOREM IV-A

Let us define an epoch with respect to some source j as the
time elapsed in between two consecutive successful updates
of which. Since we focus on RR scheduling, we let τ(j )
denote the time until the energy unit dedicated to source j
arrives following the transmission attempt of source j−1. A
γ-threshold policy therefore indicates that source j is sam-
pled after max{γ, τ(j )} time units following the transmission
attempt of source j−1. Such policy is repeated since the sen-
sor does not know the erasure status, and is identical across
all sources. Therefore, it takes

M∑

j=1

max{γ, τ(j )} (59)

time units to finish one round of update attempts for all the
sources.

Note that a successful transmission for source j may require
multiple rounds, and so we denote the total epoch length for
source j by α(j ). Hence, the long-term average AoI for source
j is given by

1
2E
[
α(j )2

]

E[α(j )]
, (60)

which is also identical across sources. Therefore,
ρ̃noFBq,M (RR, γ) is given by the expression in (60), which we
evaluate next to prove the theorem.

Since τ(j )’s are i.i.d. ∼ exp(1), we deduce that

E[max{τ(j ), γ}] = γ + e−γ , ∀j , (61)

E

[
max{τ(j ), γ}2

]
= γ2 + 2(γ + 1)e−γ , ∀j . (62)

One can now follow similar analysis to that in the derivations
of (36) and (39) to conclude that

E[α(j )] =
M
(
γ + e−γ

)

1− q
, (63)

E

[
α(j )2

]
=

M
(
γ2 + 2(γ + 1)e−γ

)
+M (M−1)

(
γ + e−γ

)2

1− q

+
2M 2

(
γ + e−γ

)2
q

(1− q)2
. (64)

Substituting (63) and (64) into (60) gives (15) and concludes
the proof.

APPENDIX F
PROOF OF THEOREM IV-B

We follow a similar approach as that in Appendix E with
a slight change of notation due to the presence of feedback.
Specifically, we now define α(j ) as the time needed for source
j to finish its successful transmission starting from the point at

which its turn comes up, and α(j ) as the time needed for the
other sources [M ]\j to finish their successful transmissions.
Since we focus on MAF scheduling, an epoch with respect to
source j takes

α
(
j
)
+ α(j ) (65)

time units to finish. Hence, the long-term average AoI for
source j is given by

1
2E

[(
α
(
j
)
+ α(j )

)2]

E
[
α
(
j
)
+ α(j )

] , (66)

which is also identical across sources. Therefore,
ρ̃wFB
q,M (MAF, γ) is given by the expression in (66), which we

evaluate next to prove the theorem.
Let τ1(j ) denote the time until the first energy unit

in the epoch allocated to source j arrives. A γ-threshold
policy therefore implies that the sensor samples source j
for the first time after max{γ, τ1(j )} time units from the
time its turn comes up. If that first update is not suc-
cessful, the sensor continues in a greedy manner; it waits
for another energy arrival, which takes τ2(j ) time units
to arrive, and then immediately re-samples source j for a
re-transmission. This continues until source j’s update is
received. If source j’s update is received at the ith attempt,
then

α(j ) = max{γ, τ1(j )}+
i∑

k=1

τk (j ), (67)

which occurs with probability q i−1(1 − q).
Since τk (j )’s are i.i.d. ∼ exp(1), one can show
that

E[α(j )] = γ + e−γ +
q

1− q
(68)

in a manner similar to showing (50). Next, we note
that

α
(
j
)
=

∑

l∈[M ]\j
α(l). (69)

Therefore, one can use the symmetry across the sources and
write

E
[
α
(
j
)]

= (M − 1)

(
γ + e−γ +

q

1− q

)
. (70)

Next, one can follow similar arguments as above, and as car-
ried out in the analysis of (54) to evaluate the second moment
of α(j ) as

E

[
α(j )2

]
=
(
γ2 + 2(γ + 1)e−γ

)
+ 2
(
γ + e−γ) q

1− q

+
2q

(1− q)2
. (71)

Finally, one can invoke the symmetry among the sources again
to show that

E

[
α
(
j
)2]

= (M − 1)(M − 2)

(
γ + e−γ +

q

1− q

)2
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+ (M − 1)
(
γ2 + 2(γ + 1)e−γ

)

+ 2
(
γ + e−γ) q

1− q
+

2q

(1− q)2
. (72)

The proof is concluded by plugging (68), (70), (71) and (72)
into (66), using the fact that α(j ) and α(j ) are independent,
and simple rearrangements.
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