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Information Freshness in Cache Updating Systems

Melih Bastopcu, Graduate Student Member, IEEE, and Sennur Ulukus

Abstract— We consider a cache updating system with a source,
a cache and a user. There are n files. The source keeps the freshest
version of the files which are updated with known rates \;. The
cache downloads and keeps the freshest version of the files from
the source with rates c;. The user gets updates from the cache
with rates u;. When the user gets an update, it either gets a
fresh update from the cache or the file at the cache becomes
outdated by a file update at the source in which case the user
gets an outdated update. We find an analytical expression for the
average freshness of the files at the user. Next, we generalize our
setting to the case where there are multiple caches in between
the source and the user, and find the average freshness at the
user. We provide an alternating maximization based method to
find the update rates for the cache(s), c;, and for the user, u,
to maximize the freshness of the files at the user. We observe
that for a given set of update rates for the user (resp. for the
cache), the optimal rate allocation policy for the cache (resp. for
the user) is a threshold policy, where the optimal update rates for
rapidly changing files at the source may be equal to zero. Finally,
we consider a system where multiple users are connected to a
single cache and find update rates for the cache and the users
to maximize the total freshness over all users.

Index Terms—Age of information, information freshness,
cache updating systems, multi-hop multi-user communication
systems.

I. INTRODUCTION

ITH emerging technologies such as autonomous

driving, augmented reality, social networking,
high-frequency automated trading, and online gaming, time
sensitive information has become ever more critical. Age
of information has been proposed as a performance metric
to quantify the freshness of information in communication
networks. Age of information has been studied in the
context of web crawling [1]-[4], social networks [5],
queueing networks [6]-[16], caching systems [17]-[24],
remote estimation [25]-[28], energy harvesting systems
[29]-[45], fading wireless channels [46], [47], scheduling in
networks [48]—-[56], multi-hop multicast networks [57]-[60],
lossless and lossy source coding [61]-[67], computation-
intensive systems [68]-[73], vehicular, IoT and UAV
systems [74]-[76], reinforcement learning [77]-[79], and so
on.
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Fig. 1. A cache updating system consisting of a cloud (the source), a macro
base station (the first cache), a small-cell base station (the second cache), and
users. The files at the source are updated with known rates. The first cache
always obtains fresh files from the source. However, depending on the file
status at the first cache, the second cache may not be able to obtain a fresh
file all the time; the same is true for the users as well. We consider end-to-end
freshness at the users.

In this work, we consider a cache updating system that
consists of a source, cache(s) and user(s). We start with the
simplest system model with a source, a single cache and a
single end-user in Section III (and shown in Fig. 2); generalize
it to the case where there are multiple caches in between the
source and the user in Section IV (and shown in Fig. 4);
and further extend it to the case where there are multiple
end-users in Section VII (and shown in Fig. 6). The models we
study are abstractions of a real-life setting shown in Fig. 1.
Specifically, the two-hop serial cache system considered in
Section III is an abstraction for the communication system
between the cloud, macro base station and user A in Fig. 1;
the multi-hop serial cache system considered in Section IV
is an abstraction for the communication system between the
cloud, macro base station, small-cell base station and user
B in Fig. 1 (for a three-hop system); and the multi-access
caching system considered in Section VII is an abstraction
for the communication system between the cloud, macro base
station, small-cell base station and users C' and D in Fig. 1.
Example deployment scenarios for hierarchical caching sys-
tems connected wirelessly can be found in 5G-enabled
vehicular networks where self-sustaining wirelessly connected
caching stations are placed to enhance vehicular network
capacity [80].

In all these system models, the source keeps the freshest ver-
sion of all the files which are updated with known rates \;. The
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Fig. 2. A cache updating system which consists of a source, a cache and
a user. The ith file at the source is updated with rate \;, the cache requests
updates for the ith file from the source with rate c¢;, and the user requests
updates for the ith file from the cache with rate w;.

cache downloads the files from the source and stores the latest
downloaded versions of these files. When the cache downloads
a file from the source, the file at the cache becomes fresh. After
that, either the user gets the fresh file from the cache or the
file at the cache becomes outdated due to a file update at the
source. Thus, depending on the file status at the cache, the user
may get a fresh or an outdated file. For all these system mod-
els, we derive analytical expressions for the information fresh-
ness at the end-users, and determine the updating frequencies
for the intermediate caches and the end-users for maximum
freshness.

References that are most closely related to our work
are [4], [18]. Reference [4] studies the problem of finding
optimal crawl rates to keep the information in a search engine
fresh while maintaining the constraints on crawl rates imposed
by the websites and also the total crawl rate constraint of the
search engine. Even though the freshness metric used in [4]
is similar to ours, the problem settings are different where
we develop a general freshness expression for a multi-hop
multi-user caching system, which differentiates our overall
work from [4]. Reference [18] considers a similar model to
ours where a resource constrained remote server wants to keep
the items at a local cache as fresh as possible. Reference [18]
shows that the update rates of the files should be chosen
proportional to the square roots of their popularity indices.
Different from [18] where the freshness of the local cache
is considered, we consider the freshness at the user which is
connected to the source via a single cache or multiple caches.
Thus, our system model can be thought of as an extended
version of the one-hop model in [18]. However, our freshness
metric is different than the traditional age metric used in [18],
and hence, the overall work in this paper is distinct compared
to [18].

In this paper, we first consider a system where there is a
source, a cache and a user (Fig. 2). We find an analytical
expression for the average freshness of the files at the user.
We then generalize our result to find the average freshness
for the end-user when multiple caches are placed in between
the source and the user (Fig. 4). We impose total update rate
constraints for the caches and also for the user due to limited
nature of resources. Our aim is to find the update rates for the
cache(s) and also for the user such that the total freshness of
the files at the user is maximized. We find that the average
freshness of the user is a concave function of the update rates
of the caches and of the user individually, but not jointly.
We provide an alternating maximization based solution where
the update rates of the user (resp. of the cache) are optimized
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for a given set of update rates of the cache (resp. of the user).
We observe that for a given set of parameters, such as update
rates of the user, the optimal rate allocation policy for the
other set of parameters, such as update rates at the caches, is a
threshold policy, where the files that are updated frequently at
the source may not be updated by the corresponding entity.
Finally, we consider a system where multiple users are con-
nected to a single cache (Fig. 6) and find update rates for the
cache and for the users to maximize the total freshness over all
users.

II. SYSTEM MODEL, FRESHNESS FUNCTION
AND PROBLEM FORMULATION

We consider a cache updating system where there is an
information source, a cache and a user as shown in Fig. 2. The
information source keeps the freshest version of n files where
the ith file is updated with exponential inter-arrival times with
rate \;. The file updates at the source are independent of
each other. A cache which is capable of storing the latest
downloaded versions of all files gets the fresh files from
the source. The channel between the source and the cache
is assumed to be perfect and the transmission times are
negligible, which is possible if the distance between the source
and the cache and/or the file sizes are relatively small, as in
[29]-[39]. Thus, if the cache requests an update for the sth file,
it receives the file from the source right away. The inter-update
request times of the cache for the ith file are exponential with
rate ¢;. The cache is subject to a total update rate constraint as
in [18] as it is resource-constrained, i.e., Z?:l ¢i < C.' The
user requests the latest versions of the files stored in the cache.
The inter-update request times of the user for the ith file are
exponential with rate u;. The channel between the user and the
cache is also assumed to be perfect and the transmission times
are negligible. Similarly, there is a total update rate constraint
for the user, ie., > u; <U.

We note that each file at the source is always fresh. However,
when a file is updated at the source, the stored versions of the
same file at the cache and at the user become outdated. When
the cache gets an update for an outdated file, the updated file in
the cache becomes fresh again until the next update arrival at
the source. When the user requests an update for an outdated
file, it might still receive an outdated version if the file at
the cache is not fresh. We note that since the cache and the
user are unaware of the file updates at the source, they do not
know whether they have the freshest versions of the files or
not. Thus, they may still request an update even though they
have the freshest version of a file.

In order to keep track of the freshness, we define the
freshness function of the ith file at the cache f.(i,t) shown
in Fig. 3(a) as,

L(it) = 1, if the ¢th file is fresh at time ¢, %

0, otherwise.

'We note that in practical systems, the cache’s frequent update requests
from the source can cause network congestion problems. Even though we
impose the total update rate constraint C' due to the cache’s limited resources,
we can also imagine it to be imposed by the source in order to avoid network
congestion problems.
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Fig. 3.  Sample evolution of freshness of the ith file (a) at the cache and

(b) at the user. Red circles represent the update arrivals at the source, blue
squares represent the update requests from the cache, and green filled squares
represent the update requests from the user.

i.e., the instantaneous freshness function is a binary function
taking values of fresh, “1”, or not fresh, “0”, at any time ¢. The
binary freshness function [1] is different than the well-known
age of information metric [6]. For example, if the information
at the source does not change frequently, then the receiver may
still have the freshest version of the information even though it
has not received an update from the source for a while. In this
case, the traditional age of information metric at the receiver
would be high indicating that the information at the receiver is
stale. Since the traditional age of information metric does not
take into account the information change rate at the source,
it may not be appropriate to measure information freshness
in such systems. As the binary freshness metric compares
the information at the receiver with the information stored
at the source, it can measure information freshness at the
receiver better than the traditional age of information in such
settings.

We denote file updates which replace an outdated file with
the freshest version of the file as successful updates. We define
the time interval between the jth and the (j + 1)th successful
updates for the ith file at the cache as the jth update cycle
and denote it by I.(i,j). We denote the time duration when
the ¢th file at the cache is fresh during the jth update cycle as
T.(i,7). Then, we define the long term average freshness of
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the ith file at the cache as
T
Foli) = Jim o | fufis ). @)

Let N denote the number of update cycles in the time duration
T. Given that the system is ergodic, N exists and is

. . T'—300
finite. Then, similar to [1], [6], [13], F.(7) is equal to

N
Fo(i) = fim 77

N .
1 o E[T.(:
Nan):iil 3)
j=1
Similarly, we define f,(i,¢) as the freshness function of
the 7th file at the user shown in Fig. 3(b). Then, the long term
average freshness of the ¢th file at the user is equal to

. E[T(3)]
B0 = g6

Finally, we define F), as the total freshness over all files at the
user as

“)

Fy =Y Fu(i). (5)
i=1

Our aim is to find the optimal update rates for the cache,
c;, and for the user, w;, for ¢+ = 1,...,n, such that the
total average freshness of the user F;, is maximized while
satisfying the constraints on the total update rate for the cache,
S, < C, and for the user, Y. ;u; < U. Thus, our
optimization problem is,

max [,
{c,;,w,}

n
s.t. Z G <C
i=1
n
i=1

¢ >0, u; >0, 1=1,...,n. (6)

In the following section, we find analytical expressions for
the long term average freshness of the ith file at the cache,
F.(i), and at the user, Fy, (i), as a function of the update rate
at the source \;, the update rate at the cache ¢;, and the update
rate at the user u;. Once we find F), (i), this will determine
the objective function of (6) via (5).

III. AVERAGE FRESHNESS ANALYSIS
FOR A SINGLE CACHE

In this section, we consider the system model in Fig. 2,
where there is a source, a single cache and a user. First, we find
an analytical expression for the long term average freshness
of the ith file at the cache, i.e., F,(i) in (3). We note that due
to the memoryless property of the exponential distribution,
T.(i,7) which is the time duration when the ith file at the
cache is fresh during the jth update cycle is exponentially
distributed with parameter \;. Since T.(7,j) are independent
and identically distributed (i.i.d.) over j, we drop index
j, and denote a typical T.(i,j) as T.(i). Thus, we have
E[T.()] = /\i Let W,(7,7) be the total duration when the
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ith file at the cache is outdated during the jth update cycle,
ie., We(i,j) = 1.(i,5) — Te(i, 7). Note that W,(7,j) is also
equal to the time passed until the fresh version of the ith file
is obtained from the source after the file is outdated at the
cache. We denote typical random variables for W¢(7,j) and
I.(i,7) by W(i) and I.(7), respectively. As the update request
times for the cache are exponentially distributed with rate c;,
we have E[W,(i)] = -. Thus, we find

E[1(3)] = E[T.(3)] + E[W.(i)] = Ai + i ™

By using (3), we find F.(i) as

. C;
F.(i) = T ®)
We note that the freshness of the ith file at the cache F(i)
in (8) is an increasing function of the cache update rate c;,
but a decreasing function of the source update rate \;.>
Next, we find an analytical expression for the average
freshness of the ith file at the user F,(¢). Similar to E[T.(4)],
we have E[T,,(¢)] = 1 due to the memoryless property of the
exponential dlstrlbutlon i.e., after the user gets the fresh file,
the remaining time for the next file update at the source is still
exponentially distributed with rate \;. Similarly, we denote
the time duration when the ¢th file at the user is outdated
during the jth update cycle as W,(i,j) which is equal to
Wy(i,7) = I,(i,5) — Tu(i,7). In order for the user to get
fresh updates from the cache, the cache needs to get the fresh
update from the source which takes W, (i, j) time as discussed
earlier. After the file at the cache becomes fresh, either the user
gets the fresh update from the cache or the file at the source is
updated, and thus the file at the cache becomes outdated again.
We denote the earliest time that one of these two cases happens
as Ty, (i), i-e., Tn(i) = min{T.(i), W, (i)} where W, (i) is
the time for the user to obtain a new update from the cache
which is exponentially distributed with rate u;. Thus, T, (7) is
also exponentially distributed with rate u; + ;. We note that
P[T, (i) = Wu(i)] = 7% and P[T,,(i) = Te(i)] = 25
Note that if the user gets the fresh update before the file at
the cache becomes outdated which happens with probability
P[T,, (i) = W, (i)], an update cycle of the ith file at the user
is completed and thus, f,(i,t) is equal to 1 again. However,
if the file at the source is updated before the user gets the
fresh update from the cache, then this process repeats itself,
i.e., the cache initially needs to receive the fresh update which
takes another W,(7, j) time and so on, until the user receives

2We note that [1] investigates several updating policies, including
fixed-order updating, random-order updating, and purely random
updating. Thi freshness metric with fixed-order updating is Fhixed-order =

-
/\—Z 1—e < ), with random-order Frandom-order =

updating is

X

i

02 A 2
)\7 <1 N (176 “i) , and with purely random updating is
Fpmly,mndom = c7i77>\,’ as given in (8). All these three functions are
monotonically decreasing in %, and have similar forms when plotted.
We adopt purely random updatilng in this paper due to its simplicity, and
amenability to yield closed form expressions when optimized.
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the fresh update from the cache. Thus, we write W,, (4, j) as

K
Wu(za]) = ZWc(ivk)"_Tm(iak)v 9)

k=1
where K is a geometric random variable with rate “7 . Due
to [81, Prob. 9.4.1], Zk 1 We(s, k‘) and Zk 1 (z k‘) are

exponentially distributed with rates - /\/ and u;, respectively.
We use W, (7) and I,(¢) to denote the typical random vari-
ables for W, (i,7) and Iu(z' j), respectively. Thus, we have

E[W,(i)] = 2 4 L Since E[L,(i)] = E[T.(i)] +
E[W,(i)], we get
. 1 1 u; + N\;
Finally, we find F, ()
N E[Tu(z)] - (173 C;
Fu(i) = E[L, ()] wi+Xici+ A (4o

We note that the freshness of the ith file at the user F, ()
in (11) depends not only on the update rate of the user wu;
and file update rate at the source \; but also the update rate
of the cache c; as the user obtains the fresh update from
the cache.** We note that F, (i) is an increasing function of
u; and c¢;, but a decreasing function of \;. We observe that
F,(7) is an individually concave function of u,; and ¢; but
not jointly concave in u; and c;, as u; and ¢; terms appear
as a multiplication in (11). If the user was directly connected
to the source, its freshness would be equal to uix , 1.e., the
first term in (11). However, as the user is connected to the
source via the cache, the freshness experienced by the user is
equal to the multiplication of the freshness of the cache and
the freshness of the user if the user was directly connected to
the source. Note that, since C‘ < 1, the freshness of the
user when connected to the source via a cache is smaller than
the freshness it would achieve if it was directly connected to
the source.

In the following section, we find the average freshness of
the caches and of the user for the general case when there are
m caches connected serially in between the source and the
user.

3In this paper, we assume that the channel is perfect and the transmission
times are negligible. We note that F,(¢) in (11) can be extended to a case
where the transmissions are still instantaneous but are not error free. Let p;
and ¢q; be the probabilities of successfully transmitting the ¢th file for the
cache and for the user, respectively. By using [68, Prob. 9.4.1], one can show
that the successful inter-update request times for the cache and for the user
are exponentially distributed with rates p;c; and g;u;, respectively. Then,
the freshness of the ith file at the user becomes F, (i) = —L%i _Pifi_

qiuitXN; pici+A;
We observe that the freshness of the 4th file at the user increase with P an
q; as expected.

“Even though we neglect the transmission times, as an extension to our
work, in [24], we consider a cache updating system where the user is able to
obtain uncached files directly from the source. However, the channel between
the user and the source is imperfect, and thus there is a transmission time
which is exponentially distributed with rate s;. In [24], if the ¢th file is not
cached and the cache is able to send all the file update requests from the user to

the source, then the freshness of the ith file is equal to Fy, (i) = +
u;+

Thus, we observe that Fy () decreases with the transmission delays as 'the
additional term “;%" in the denominator decreases the freshness.
i
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Fig. 4. Generalized system model where there are m serially connected caches in between the source and the user.

IV. AVERAGE FRESHNESS ANALYSIS FOR M CACHES

In this section, we consider a system where there are m
caches placed in between the source and the user, as shown
in Fig. 4. We denote the rth cache’s update rate for the ¢th
file as ¢.;. We define I.(r,i,j) as the jth update cycle for
the ¢th file at cache r for r = 1,...,m. Similarly, we define
T.(r,i,7) (and We(r,4,7)) as the time duration when the ith
file at cache r is fresh (and outdated) during the jth update
cycle, ie., we have I.(r,i,7) = Te(r,i,7) + We(r, 4, 5).

Next, we find an analytical expression for the average
freshness of the ith file at the rth cache F.(r,7) and at the
user F, (). In order to obtain a fresh file at cache r, the file
at cache » — 1 needs to be fresh for » > 1. Similar to the
derivation of F,, (i) in (11), after cache r — 1 obtains the fresh
file, either cache r gets the fresh file from cache r — 1 or
the file at the source is updated and the file in all the caches
becomes outdated. Thus, we write W.(r,,j) as

ZW

where K, is a geometric rando_m variable with rate cTC-M
and T, (r,1) = min{T.(r,i), W.(r,i)} where T.(r,i) and
W,(r,i) are exponentially distributed with rates \; and c,;,
respectively. We note that T,,,(r,4) is also exponentially dis-
tributed with rate ¢,; + ;. Then, given that K, = k, we write

E[W.(r,i)| K, = k] as

(1,4, ) —1,4,0) + T (1,3, 0), (12)

E[W,(r,i)| K, = k| =k (]E[Wc(r - 1,¢>]+Crilﬂi> . (13)

Then, we find E[W,(r,i)] = E [E [W,(r, )| K,]] as
ri + A . 1
EWe(r,)) = ZERE W - 10+, (14)
Cri Cri
which is equal to E[W,(1,4)] = % if =1, and to
E[W,(r,i :—+Z I Cm“ r=2,.m.
l ¢ p 41
(15)
Then, by using E[I.(r,i)] = E[T.(r, )]+ E[W.(r, )], we have
1 1
r C_l', r= 1)
E[Ic(ra Z)] - 1 coi + N _ o
)\i o IT—, v r=2,...,m.
(16)

Finally, we find the average freshness for the +th file at cache
T as

T

GO ST

F.(r,i - , ,m. (17)
(%) Ellc(r,d)] 5% cei+ Ai
Similarly, we find E[I,,(i)] as
. 1 1 w; + N i Cri + N
E[I =(—4 — . 1
1 (3)] ( Vil Ch_) - f:[2 - (18)
Then, the average freshness of the ith file at the user is
. E[Tu(9)] ui Yy Cri

F, (i) = = = . 19
(0 ElL.(0)] i+t Ai 2% i+ A (19

Thus, we observe from (17) that, for the general system,
the average freshness experienced by cache 7 for » > 1 is
equal to the multiplication of the freshness of cache r —1 with
the freshness of cache r» when cache r is directly connected
to the source. We observe from (19) that the same structure
is valid for the freshness of the user as well. We also note
that the average freshness expression in (19) reduces to the
expression in (11) found in Section III, when m = 1. Finally,
as an explicit example of the expression in (19), if we have
m = 2 caches between the source and the user, the freshness
at the user is

Uj C1i C2i
Wi+ N i + A coi + N

In the following section, we solve the optimization problem
in (6) for the system with a single cache by using the freshness
expression F,(7) found in (11) in Section III.

Fu(i) = (20)

V. FRESHNESS MAXIMIZATION FOR A SYSTEM
WITH A SINGLE CACHE

In this section, we consider the optimization problem in (6)
for a system with a single cache. Using F,,(¢) in (11) and F,
in (5), we rewrite the freshness maximization problem as

n
Uj &

max —_—
1 uz+>\zcz+>\z

{c,;,w,}
n

s.t. Z G <C
1=1
n
i=1

¢G>0, wu>0i=1,...,n QI
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We introduce the Lagrangian function [82] for (21) as

n n

Uj C;
L =— - - - _C
Zui-f—)\ici—i-)\i—i—ﬁ ;Ct

i—1
+6 z”: u;—U | — En: vic; — z”: niug, (22)
i=1 i=1 i=1

where 3 > 0,60 >0, v; > 0 and 7; > 0. Then, we write the
KKT conditions as

oL (17 /\z
— = - +08—-v; =0, 23
Oc; ui 4 i (c; + \i)? B—v; (23)
oL & Ai
— = +6—mn =0, 24)
Ou; ci + N (u; + \i)° !
for all 7. The complementary slackness conditions are
B{Y a—C| =0, (25)
i=1
0> u-U) =0, (26)
i=1
vic; =0, (27)
nu; = 0. (28)

The objective function in (21) is not jointly concave in c;
and wu; since c¢;s and u;s appear as multiplicative terms in
the objective function. However, for given ¢;s, the objective
function in (21) is concave in w,. Similarly, for given wu;s,
the objective function in (21) is concave in ¢;. Thus, we apply
an alternating maximization based method [67], [83]-[85] to
find (¢;,u;) pairs such that (23) and (24) are satisfied for all
i

Starting with initial u;s, we find the optimum update rates
for the cache, ¢;s, such that the total update rate constraint for
the cache, i.e., E?:l ¢; < C, and the feasibility of the update
rates, i.e., ¢; > 0 for all ¢, are satisfied. Then, for given ¢;s,
we find the optimum update rates for the user, u;s, such that
the total update rate constraint for the user, i.e., Z?Zl u; < U,
and the feasibility of the update rates, i.e., u; > 0 for all i,
are satisfied. We repeat these steps until the KKT conditions
in (23) and (24) are satisfied.

For given u;s with u; > 0, we rewrite (23) as

1 Ui\
)2 = —. 29
(e + X B —viui+ A =)
Then, we find ¢; as
1 i\
¢ 4 A, (30)

AR
for all ¢ with u; > 0. If ¢; > 0, we have v; = 0 from (27).

Thus, we have

+
1 ui)\i

NG Ui‘f')\i_)\i ’

3The proposed alternating maximization based method finds (c;,wu;) pairs
that satisfy the first order optimality conditions, i.e., the KKT conditions
in (23)-(28). We note that as the optimization problem in (21) is not a
convex optimization problem, the solutions obtained from the alternating
maximization based method are not globally optimal. Similarly, solutions
obtained for the optimization problems in (37) and (51) are locally optimal
as well.

(€19

C; =
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for all i with u; > 0, where (z)* = max(z,0). Note that ¢; >
0 requires 1~ %5 >  which also implies that if -4 <
(3, then we must have ¢; = 0. Thus, for given u;s, we see that
the optimal rate allocation policy for the cache is a threshold
policy in which the optimal update rates are equal to zero when
the files are updated too frequently at the source, i.e., when

the corresponding \;s are too large.®’

Next, we solve for wu;s for given c¢;s with ¢; > 0.

We rewrite (24) as
1 Ci\;

LA )2 = AU 32

(U1,+ z) g_nici+>\i ( )
Then, we find u; as

1 i\
u; Gh (33)

TV Veata
for all ¢ with ¢; > 0. If u; > 0, we have n; = 0 from (28).
Thus, we have

+
1 Ci)\i
R o\ 4
Usg \/@ ot N i (34)
1 C;

Similarly, u; > 0 requires - =5 > 6 which implies that if
)\i Cj_)\ < 0, then we must have u; = 0. Thus, for given ¢;s,
we see that the optimal rate allocation policy for the user is
also a threshold policy in which the optimal update rates are
equal to zero when the files are updated too frequently at the
source, i.e., when the corresponding A;s are too large.

In the following lemma, we show that if the update rate of
the cache c¢; (resp. of the user u;) is equal to zero for the ith
file, then the update rate of the user u; (resp. of the cache c;)
for the same file must also be equal to zero.

Lemma 1: In the optimal policy, if ¢; = 0, then we must
have u; = 0; and vice versa.

Proof: Assume for contradiction that in the optimal policy,
there exist update rates with ¢; = 0 and u; > 0. We note
that average freshness of this file at the user is equal to zero,
ie., F,(i) =0, as ¢; = 0. We can increase the total freshness
of the user F, by decreasing u; to zero and increasing one of
u;s with ¢; > 0. Thus, we reach a contradiction and in the
optimal policy, if ¢; = 0, we must have u; = 0. For the update
rates with ¢; > 0 and u; = 0, one can similarly show that if
u; = 0, then we must have ¢; = 0. [ |

In the following lemma, we show that the total update rate
constraints for the cache, i.e., Z?zl ¢; < C, and for the user,
i.e., Z?zl u; < U, must be satisfied with equality.

6 As the stored versions of the files that change too frequently at the source
become obsolete too quickly at the user, the freshness of these files at the user
will be small. That is why, instead of updating these files, with the threshold
policy, the files that change less frequently at the source are updated more
which brings higher contribution to the overall freshness at the user.

7As a result of the threshold policy, the user may not receive the fresh
versions of the files that change too frequently at the source which can
be undesirable especially if obtaining the fresh versions of some files is
more important than the others. In order to address this problem, we can
introduce an importance factor for each file p;. Then, we can rewrite the
overall freshness at the user Fy, in (5) as Foy = > 4 pi Fu(i). We note
that by solving the optimization problem in (6) with a freshness expression
with importance factors, the important files that change too frequently at the
source may be updated by the cache and also by the user.
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Lemma 2: In the optimal policy, we must have Z?:l cp =
Cand ;.  u;=U.

Proof: Assume for contradiction that in the optimal policy,
we have )" | ¢; < C. As the objective function in (21) is an
increasing function of ¢;, we can increase the total freshness of
the user F, by increasing one of ¢; with u; > 0 until the total
update rate constraint for the cache is satisfied with equality,
ie., Z?zl ¢; = C. Thus, we reach a contradiction and in
the optimal policy, we must have Y. , ¢; = C. By using a
similar argument, we can also show that in the optimal policy,
we must have >, u; = U. [ |

In the following lemma, we identify a property of the
optimal cache update rates c; for given user update rates wu;.
To that end, for given wu;s, let us define ¢;s as

- 1 Ujg
This lemma will be useful for solving for ¢; given wu;
using (31).

Lemma 3: For given u;s, if ¢; > 0 for some 1, then we have
cj > 0 for all j with ¢; > ¢;.

Proof: As we noted earlier, from (31), ¢; > 0 implies
¢; > (. Thus, if ¢; > ¢;, then we have ¢; > [, which
further implies ¢; > 0. ]

Next, we describe the overall solution for the single cache
setting. We start with a set of initial u;s. We obtain ¢; from
u; using (35). We will utilize Fig. 5 to describe the steps of
the solution visually. We plot ¢; in Fig. 5. Note that if u; =0
then ¢; = 0, and vice versa. First, we choose ¢; = 0 for the
files with u; = 0 due to Lemma 1, i.e., in Fig. 5, we choose c3
and cg as zero. Next, we find the remaining ¢;s with u; > 0.
For that, we rewrite (31) as

o= 25 (Vo= Vi)

Due to Lemma 2, in the optimal policy, we must have
>oi ¢ = C. Assuming that ¢; > (3 for all i, i.e., by ignoring
()" in (31) and (36), we solve Y ;' ¢; = C for 3. Then,
we compare the smallest ¢; with 3. If the smallest ¢; is larger
than or equal to (3, it implies that ¢; > 0 for all ¢ due to
Lemma 3, and we have obtained the optimal ¢; values for
given u;s. If the smallest ¢; is smaller than (3, it implies that
the corresponding c; was negative and it must be chosen as
zero. In this case, we choose ¢; = 0 for the smallest ¢;. In the
example in Fig. 5, if the 3 we found is 31, then since ¢7 < [y
we choose ¢7 as zero. Then, we repeat this process again until
the smallest ¢; among the remaining ¢;s satisfies ¢; > (3. For
example, in Fig. 5, the next 3 found by using only indices
1,2,4,5,8 may be (3. Since ¢5 < (2, we choose c; = 0.
In the next iteration, the 3 found by using indices 1,2,4,8
may be (3. Since ¢g > 33, we stop the process and find ¢;
for i = 1,2,4,8 from (31) or (36) by using 3 in Fig. 5.
This concludes finding ¢;s for given wu;s. Next, for given ¢;s,
we find u;s by following a similar procedure. We keep solving
for ¢;s for given u;s, and u;s for given ¢;s, until (¢;, u;) pairs
converge.

In the following section, we provide a solution for the
general system with multiple caches.

®i (35)

(36)
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bi

Fig. 5. For given u;s, we show ¢;s calculated in (35) for n = 8.

VI. FRESHNESS MAXIMIZATION FOR
THE GENERAL SYSTEM

In this section, we provide a solution for the general system
shown in Fig. 4, where there are m caches in between the
source and the user. We define C). as the total update rate of
cache r, ie., >.1 ; ¢y; < Cy. Using F, (i) in (19), we rewrite
the optimization problem in (6) as

n m
Uy Cri

max
{criuq} ; up + A J;[l cri + A

n
s.t. ZCM <Cp, T=1,....m
i=1

n
i=1
i >0, u; >0, r=1,...,m, i=1,...n. (37)

We introduce the Lagrangian function for (37) as

Y Ui s Crq m n
£ _;ui‘F/\iJ;‘[lCM—F/\i +;5r <;%—Cr>
+6 <zn: Ui_U> — zm:z": VpiCri — zn:mui, (38)
= r=li=1 i—1

where 5. > 0,0 >0, v,; > 0 and 7; > 0. Then, we write the
KKT conditions as

oL u; Cei A

= - - +5r — Urg :Oa
dcri Ui + A 1}1;[7« cti + Ni (eri + Ai)°
(39)
oL A YT Cri
= - +0 - =0, (40)
Ou; (ui + \)* 71;[1 Cri + A; K
for all r and ¢. The complementary slackness conditions
are
n
Br (Z Cri = a) =0, (1)
i=1
n
9 (Z ui—U> =0, (42)
i=1
VpiCri = 0, (43)
niu; = 0. (44)

Restrictions apply.
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The objective function in (37) is not jointly concave in c,;
and u;. However, for given c,;s, the objective function in (37)
is concave in u;, and for a given w; and cys for all ¢ # r,
the objective function in (37) is concave in c¢,;. Thus, similar
to the solution approach in Section V, we apply an alternating
maximization based method to find (c¢q 4,...,¢ri,u;) tuples
such that (39) and (40) are satisfied for all r and 7.

Starting with initial u; and cgs for ¢ # r, we find the
optimum update rates for cache r, c¢,;s, such that the total
update rate constraint for the cache, i.e., Z?:l cri < O, and
the feasibility of the update rates, i.e., ¢,; > 0 for all ¢, are
satisfied. We repeat this step for all r. Then, for given c,;s,
we find the optimum update rates for the user, u;s, such that
the total update rate constraint for the user, i.e., ZZ’:l u; < U,
and the feasibility of the update rates, i.e., u; > 0 for all i,
are satisfied. We repeat these steps until the KKT conditions
in (39) and (40) are satisfied.

For given u;s with u; > 0, and ¢y; with ¢g; > 0, for £ # r,
we rewrite (39) as

oiN;
(cri +Ni)* = ﬁ7 (45)
where o; = # H#r ﬁ Then, we find ¢,; as
- i, (46)

for all ¢ with u; > 0 and ¢g; > 0 for £ # r. If ¢,; > 0, we have
vp; = 0 from (43). Thus, we have

N (47)

Note that ¢, > 0 requires <t > Brs

. 1wy coi . v, .

1.e.,1 N H#r s vl B which also implies that
3 1 Uj Cyq R

if 5-%5 s 555 < Br, then we must have ¢;; = 0.

We repeat this step for r =1,...,m.
Next, we solve for u;s for given c,;s for all » with ¢,.; > 0.
We rewrite (40) as

PiNi
)= 48
(uz + 1,) 0 — 771'7 (48)
where p; = [/, o5 Then, we find u; as
u; = - - =i, (49)

for all ¢ with ¢,; > 0 for all . If u; > 0, we have n; = 0
from (44). Thus, we have

3 +
@_)\i

7 (50)

U; =

Similarly, u; > 0 requires f\— > 0, ie., i " s >0
which implies that if 5~ ]

"L, =i <6, then we must have
u; = 0. Thus, similar to the results in Section V, for given
¢ (resp. for given u;s and cy;s for all ¢ # r), we observe
that the optimal rate allocation policy for the user (resp. for

cache r) is a threshold policy and the update rates for the user
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Fig. 6. A cache updating system with a source, a single cache and d users.

(resp. for cache r) are equal to zero for the files with very
large A;s.

Similar to Lemma 1, one can show that in the optimal
policy, if ¢,; = 0 for some r, then we must have ¢;; = 0 for all
¢ # r and u; = 0. Furthermore, if u; = 0 for some 4, then we
must have c¢,; = 0 for all . One can also show that the total
update rate constraints for cache r, i.e., Y ., ¢y < Cp, for
all r and for the user, i.e., Z?:l u; < U, should be satisfied
with equality as the objective function in (37) is an increasing
function of ¢,; and w;. Thus, in the optimal policy, we must
have > ; ¢,; = C, forall r and > ", u; = U.

We note from (47) that the update rates of cache r directly
depend on the update rates of the other caches as well as the
update rates of the user. Similarly, we note from (50) that
the update rates of the user directly depend on the update
rates of all caches. In order to find the overall solution, for
given initial u;s and c¢g; for all ¢ # r, we choose ¢,; = 0
for the files with u; = 0 or ¢y; = 0 for some ¢. We solve
i, ¢ri = C, for 3, and then, find ¢,;s by using (47) similar
to the solution method in Section V. We repeat this step for
r =1,...,m. Next, for given c¢,;s, we find u;s by following
a similar procedure. We keep updating these parameters until
(¢14y.--,Criyu;) tuples converge.

In the following section, we find rate allocations for a
system with a source, a single cache, and multiple users.

VII. FRESHNESS MAXIMIZATION FOR
A SYSTEM WITH MULTIPLE USERS

In this section, we consider a system where there is a source,
a single cache and d users connected to the cache, as shown
in Fig. 6. Our aim is to find the update rates for the cache
and for the users such that the overall freshness experienced
by the users is maximized.

Let the kth user’s update rate for the ith file be wuy;.
Each user is subject to a total update rate constraint as
Z?zl ug; < Ug, for k = 1,...,d, and the cache is subject
to a total update rate constraint as > . ,¢; < C. From
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Section III, the average freshness of the ith file at the kth user
is By (ki) = >0, ki 25 Then, we write the freshness
maximization problem as

d n
Uk &

7

max
{ci,uri}

n
s.t. Z G <C
i=1

n
ZukigUk, k‘:].,...,d
i=1

(37;20, ’U,m‘ZO, ijl,...,

d, i=1,...,n. (51

We introduce the Lagrangian function for (51) as

ZZUWL,\ cl+)\ +ﬁ<201_

k 1i=1 )
d n

+ Z O (Z Upi — Uk) - Z Vici — Z Z Mhei Wi »

k=1 i=1 i=1 k=1 i=1

(52)

where 0 > 0, 0, > 0, v; > 0 and 7g; > 0. We write the KKT
conditions as

oL Ai ¢ Ui

9 _ =0, (53
Jc; (Ci+)\i)2kzzluki+/\i+6 %=0, G3)
oL )\i C;

= — 0
(uri + Xi)? e + N O

for all £ and i. The complementary slackness conditions are

—mi =0,  (54)

8uki

» e-C) =0, (55)
i=1
n
> uri = Uk | =0, (56)
i=1
v,c; — 0, (57)
Mkitki = 0. (58)

The objective function in (51) is not jointly concave in c¢;
and uy;. However, for given uy;s, the objective function in (51)
is concave in ¢;, and for given c¢;s, the objective function
in (51) is jointly concave in all wug;. Thus, similar to the
solution approach used in Section V, we apply an alternating
maximization based method to find (c¢;,ug;) such that (53)
and (54) are satisfied for all k£ and 3.

For given uyg;s, we find ¢; as

— A, (59)

+

iNi
P ety (60)
o Wki T A
Similarly, the optimal rate allocation policy is a threshold

k 17 ’_1/\1) < (3, then we have ¢; = 0.

policy where 1f

1869

update rates
o o
o 0

<
'S

e
o

12 3 4 5 6 7 8 9 10 11 12 13 14 15
i

(@

12 3 45 6 7 8 9 10111213 14 15
%

(®)

Fig. 7. (a) Update rate allocation for the cache and the user for each file,
and (b) the corresponding freshness Fy (z), when U = 10 and C' = 5 with
the file update rates at the source \; given in (63), with @ = 10 and ¢ = 0.7
for n = 15.

Next, for a given ¢; with ¢; > 0, we find ug; as
1 Ci)\i
VO =1k Ve + N

for all . If ug; > 0, we have ng; = 0 due to (58). Thus,

we have
1 +
Uki = ( \/_ Ai) .

Thus, we note that the optimal rate allocation policy is a
threshold policy where if -5 < 0, then we have
ur; = 0. We observe that the optimal rates for the users
depend directly on \; and c¢;. As the update rates for the
cache depend on the update rates of all the users, update
rates of the users affect each other indirectly. We also note
that in Section VI, where the caches are connected serially,

we see this effect as a product of the terms, i.e., [T - v

In this section, as the users are connected in parallel to a single
cache, we see this effect as a summation of the terms, i.e.,

Y
E=1 up;+N;°

Upi = — Ais (61)

Ci\
ci+ N\

(62)
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In the next section, we provide numerical results for the
system with a single cache in Section V, with multiple caches
in Section VI, and with multiple users in Section VII.

VIII. NUMERICAL RESULTS

In this section, we provide five numerical results. For these
results, we use the following update arrival rates at the source

No=bgt, i=1,... (63)

7n’

where b > 0 and 0 < ¢ < 1 such that E?zl A; = a. Note that
with the update arrival rates at the source in (63), we have
)\12/\3‘ forigj.

In example 1, we take a = 10, ¢ = 0.7, and n = 15
in (63). For this example, we consider the system with a
source, a single cache and a user. We choose the total update
rate constraint for the cache as C =5, i.e., >, ¢; <5, and
for the user as U = 10, i.e., Z?:l u; < 10. We initialize the
file update rates at the user as u; = % for all 7. We apply
the alternating maximization method in Section V to find the
update rates for the cache and for the user until the KKT
conditions in (23) and (24) are satisfied. We see in Fig. 7(a)
that the first four files which are updated most frequently at the
source are not updated by the cache and the user. As these files
change too frequently at the source, their stored versions at the
user become obsolete very quickly. In other words, updating
files that change less frequently at the source brings more
contribution to the overall information freshness at the user.
The distributions of the update rates for the cache and for the
user have similar trends as the update rates increase up to the
seventh file for the cache and the sixth file for the user, and
then update rates for the cache and the user decrease. Even
though the update rates of the cache and the user for the slowly
changing files are low, we see in Fig. 7(b) that the freshness
of the slowly varying files is higher compared to the rapidly
changing files.

In example 2, we consider the same system as in exam-
ple 1, and compare the performance of the proposed updating
policy which maximizes the freshness at the user with two
other baseline updating policies. As the first baseline policy,
we consider A\-proportional update policy where the update

rates for the cache and for the user are chosen as ¢; = A€

im1 i
and u; = Zﬁ‘:?)\ for all 7, respectively. With this policy,
the freshness of the ith file at the user is F, (i) = ULMCLM
Thus, this update policy may be desirable if the user wants to
have the same level of freshness for all files. As the second
baseline policy, we consider A-inverse update policy where
the update rates for the cache angl for the user are given by
¢ =C % and v; = U % for all ¢, respectively.
The motivlatioxrll for A-inverse uf)dlatAé policy stems from the
fact that updating slowly varying files at the source with
higher update rates brings more contribution to the overall
freshness. In this example, we take C' = 15, U = 10, and \;
in (63) with n = 20. In Fig. 8(a), we fix the total file update
rate at the source, i.e., a = 10, and vary the distribution of
the file update rate at the source by choosing 0 < ¢ < 1.
We observe in Fig. 8(a) that proposed update policy achieves

i
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Fig. 8. We compare the proposed update policy with the A-proportional and
the A-inverse updating policies when C' = 15, U = 10. We use A; in (63)
forn =20,(a)a=10,and 0 < g<land (b)¢g=0.7Tanda =1,...,20.
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Fig. 9. Total freshness of the user F, with respect to C', when \; are given
in (63), with a = 2 and ¢ = 0.5,0.75, 1 for n = 15.

the highest freshness compared to the considered baseline
policies. We see that the A-proportional policy achieves a
constant level of freshness independent of the distribution of
the file change rate at the source, but this policy gives the
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Fig. 10. The update rates of the caches and the user when the total update rate constraint for the user is U = 20 and, for the second cache is Co = 10.

Total update rate constraint for the first cache is (a) C'1 = 4, and (b) C't = 8. The freshness of the files at the user is shown in (c).

lowest freshness compared to others. We note that when \;s
are evenly distributed, i.e., when ¢ is close to 1, we see that
all three updating policies achieve similar levels of freshness.
In Fig. 8(b), we fix ¢ = 0.7 and increase the file change rate at
the source, i.e., a = 1,...,20. We observe in Fig. 8(b) that the
proposed update policy achieves the highest freshness. When
the total file change rate at the source is low, A-proportional
update policy achieves freshness close to the proposed update
policy, whereas when the total file change rate at the source
is high, A-inverse achieves freshness close to the proposed
update policy.

In example 3, we consider the same system as in examples 1
and 2 but this time we examine the effect of file update rates at
the source over the information freshness at the user. We take
A; in (63) with a = 2, n = 15 for ¢ = 0.5,0.75,1. We note
that a smaller g corresponds to a less even (more polarized)
distribution of file change rates at the source. We choose
the total update rate for the user as U 10 and vary
the total update rate for the cache as C' = 1,1.5,...,10.
For each C and ¢ values, we initialize u; = % for all 7
and apply the alternating maximization method proposed in

Section V until convergence. We see in Fig. 9 that when the
distribution of the change rates of the files are more polarized,
i.e., when ¢ is small, the overall information freshness at the
user is larger as the freshness contribution from the slowly
varying files can be utilized more with the more polarized
distributions of file change rates at the source. We also note
that for a fixed )\; distribution, the freshness of the user
increases with the total update rate at the cache C' due to
the fact that the user gets fresh files more frequently from
the cache as the freshness of the files at the cache increases
with C.

In example 4, we consider a system where there are two
caches placed in between the source and the user with \; as
given in (63) with a = 10, ¢ = 0.7, and n = 10. We take the
total update rate constraint for the user as U = 20 and, for
the second cache as C'; = 10. We initialize the update rates
at the user and at the second cache as wu; % and co; = %
for all 4, respectively, and apply the alternating maximization
method proposed in Section VI, for the total update rate
constraint for the first cache as C7; = 4,8. We observe that
the update rates for the caches and for the user have similar
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Fig. 11. A system with a source, a single cache and two users: (a) The
update rates of the cache and of the users, (b) the freshness of each file at
the users.

trends as shown in Fig. 10(a) for C; = 4 and in Fig. 10(b) for
C7 = 8. We note that the update rates of the caches in (47)
depend directly on the update rates of the other caches and
also of the user. Similarly, the update rates of the user in (50)
depend directly the update rates of all caches. That is why even
though the total update rate constraints for the second cache
and for the user remain the same in Fig. 10(a)-(b), we see that
the update rates at the second cache and at the user also change
depending on the update rates at the first cache. In Fig. 10(c),
we observe that increasing the total update rate constraint for
the first cache improves the freshness of every file except the
first three files as the total update rate constraints for the caches
and for the user are not high enough to update the most rapidly
changing files. Furthermore, the improvement on the freshness
of the rapidly changing files is more significant than the others
as the freshness of the files at the user is a concave increasing
function of cy;.

In example 5, we consider the system where there is a
source, a cache and two users connected to the cache. For
this example, we use A; in (63) with a = 10, ¢ = 0.7 and
n = 10. We take the total update rate constraint for the cache

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 20, NO. 3, MARCH 2021

as C' = 10, for the first user as U; = 5 and for the second user
as Uy = 20. We initialize the cache update rates as ¢; = % for
all 7, and apply the proposed alternating maximization based
method to find (¢;, u14,us;) that satisfy the KKT conditions
in (53) and (54). The update rates of the cache and the users
are shown in Fig. 11(a) where we see that even though the
update rate of the third file at the first user is equal to zero,
the cache still updates the third file for the second user. We see
in Fig. 11(b) that the freshness of the files at the second user
is higher as the total update rate of the second user is higher
compared to the first user. The freshness difference between
the users decreases for the slowly changing files at the source.

IX. CONCLUSION AND FUTURE DIRECTIONS

In this paper, we first considered a cache updating system
with a source, a single cache and a user. We found an analytical
expression for the average freshness of the files at the cache
and also at the user. We generalized this setting to the case
where there are multiple caches placed in between the source
and the user. Then, we provided an alternating maximization
based method to find the update rates for the cache(s) and
for the user to maximize the total freshness of the files at the
user. We observed that for a given set of update rates of the
user (resp. of the cache), the optimal rate allocation policy for
the cache (resp. for the user) is a threshold policy where the
frequently changing files at the source may not be updated
by the user and also by the cache. Finally, we considered a
system with multiple users refreshed via a single cache and
found update rates for the cache and the users to maximize
the overall freshness of the users.

As a future direction, one can consider a system where a
user has access to multiple caches with different total update
rate constraints. As a fresh file can be obtained through
multiple caches, one can formulate a problem of finding the
optimal rate allocation policies for the caches and for the
user to maximize the freshness at the user. Another interesting
direction to consider is the case where the caches can store
only a portion of the files. In this case, one can consider the
problem of joint content placement/assignment to the caches
as well as the optimization of the update rates of each cache to
maximize the information freshness for multiple users. While
we considered only serially and parallel connected caches and
users, one can investigate information freshness in arbitrarily
connected networks.
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