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Abstract

We consider both classical and quantum variations of X-secure, E-eavesdropped

and T -colluding symmetric private information retrieval (SPIR). This is the first work

to study SPIR with X-security in classical or quantum variations. We first develop

a scheme for classical X-secure, E-eavesdropped and T -colluding SPIR (XSETSPIR)

based on a modified version of cross subspace alignment (CSA), which achieves a rate

of R = 1 − X+max(T,E)
N . The modified scheme achieves the same rate as the scheme

used for X-secure PIR with the extra benefit of symmetric privacy, i.e., user-privacy

as well as database-privacy. Next, we extend this scheme to its quantum counterpart

based on the N -sum box abstraction. This is the first work to consider the presence of

eavesdroppers in quantum private information retrieval (QPIR). In the quantum vari-

ation, the eavesdroppers have better access to information over the quantum channel

compared to the classical channel due to the over-the-air decodability. To that end, we

develop two different schemes for quantum X-secure, E-eavesdropped and T -colluding

SPIR (QXSETSPIR) with secure over-the-air decoding. The first scheme achieves

the highest possible super-dense coding gain, i.e., RQ = min
{
1, 2

(
1− X+max(T,E)

N

)}
,

which requires additional uploads from the user. The second scheme on the other hand

requires no extra uploads. However, it does not achieve the super-dense coding gain

in some cases based on the relation between the number of eavesdropped links and

the number of interference terms. The second scheme is based on the idea that there

exist some special entanglement states that can be used to hide the contents of the

user-required messages from the eavesdroppers using the interference symbols.

1 Introduction

In the private information retrieval (PIR) problem introduced in [2], a user wishes to retrieve

a message out of K messages stored in N databases without revealing the index of the

∗A partial result of this work has been accepted for publication in 2023 IEEE Globecom [1].
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required message to any of the databases. The optimal rate for the PIR problem with N

databases and K replicated messages is shown to be C(N,K) = (1 + 1
N

+ . . . + 1
NK−1 )

−1

in [3]. Subsequently, several variations of this problem have been studied with different

requirements for the databases and the user. In [4], symmetric PIR (SPIR) is introduced,

where the user is not allowed to obtain any information about the message set other than

the required message. The capacity of SPIR is 1− 1
N

as shown in [4], which is also C(N,∞).

T -colluding PIR is introduced in [5] where any T databases can share the queries received

from the user to learn the required message index. The capacity of T -colluding PIR is shown

to be (1+ T
N
+ . . .+ TK−1

NK−1 )
−1, which is equivalent to C(N

T
, K). T -colluding SPIR is considered

in [6] and its capacity is shown to be 1− T
N
, which is C(N

T
,∞). In [7], the E-eavesdropped,

T -colluding SPIR is introduced. In this setting, there is an eavesdropper that can listen

to all answers from any E databases to the user along with T -colluding databases. The

capacity for this case is shown to be 1 − max(T,E)
N

in [7]. The problem of X-secure PIR

is introduced in [8], where the messages need to be hidden from the databases themselves

even when X databases share their complete datasets. In [9], the X-secure T -colluding PIR

capacity for an asymptotic number of messages K → ∞ is shown to be 1 − X+T
N

. Many

other variations of the PIR and SPIR problems have been studied and different applications

have been introduced in [10–21].

The problem of quantum PIR (QPIR) is recently introduced in [22]. In this model,

the message bits are sent over a quantum channel from the databases to the user, and the

databases can share entanglement between them. It is shown in [22] that the capacity of

symmetric QPIR (QSPIR) is 1 when the number of databases is N ≥ 2. Variations of QPIR

include T -colluding QPIR with and without coded storage [23–25], QPIR with noisy channels

[26], and several other variations analogous to their classical counterparts [27, 28]. Most

recently, [29] proposed a mathematical abstraction for the entanglement between transmitters

sending information to a common receiver over separate quantum channels. The work in [29]

shows that the entanglement between N transmitters that use Pauli operators to encode

classical messages to quantum states can be represented mathematically as a multiple input

multiple output (MIMO) multiple access channel (MAC) with 2N inputs and N outputs,

i.e., a matrix with N × 2N dimensions. In addition, this matrix must have elements from

a finite field and must satisfy the strongly self-orthogonal (SSO) property. Using these,

[29] shows that the rate of X-secure T -colluding QPIR for their proposed scheme is RQ =

min
{
1, 2

(
1− X+T

N

)}
. This is essentially double the corresponding classical rate given by

RC = 1− X+T
N

. It is worth mentioning that the N -sum box abstraction is suitable for other

quantum settings as well, see for instance [30,31].

In this paper, we focus on both classical and quantum variations of the SPIR problem with

a passive eavesdropper that listens to the queries and answers going into and out of any of

the E links of the databases. In addition, up to any T and X databases are allowed to collude

and communicate, respectively. Considering the classical case as a standalone problem, this
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is the first work that studies SPIR with the X-security requirement, even if eavesdropping

is neglected. In this problem, we develop a scheme based on CSA that ensures symmetric

privacy. This is done by manipulating the transmitted answers such that the interference

symbols appear as complete random noise to the user. We show that this scheme achieves

the same rate as the state-of-the-art scheme that does not satisfy the symmetric privacy

requirement [9]. In the QPIR setting, this is the first work to consider the presence of

eavesdroppers that can listen to communications over quantum channels. We show that the

eavesdroppers have more power in quantum channels compared to the classical ones. The

main reason behind this is that the retrieval scheme is globally known, and the user receives

the required symbols after performing globally known projective-value measurements without

further processing. This is known as over-the-air decodability in the quantum variation of

PIR. Note that the eavesdropper listening to any E links can perform the same projective-

value measurements and retrieve up to E symbols of the required message.

To combat over-the-air decodability of the eavesdropper, we develop two different schemes.

In the first scheme, we introduce a mechanism that masks the answers from the databases

to the user, to prevent the eavesdroppers from decoding the message contents, while also

ensuring that the user is able to decode. This scheme achieves the maximum super-dense

coding gain, i.e., RQ = min
{
1, 2

(
1− X+max(T,E)

N

)}
, when the databases share the entan-

glement state. However, this scheme requires extra uploads from the user. To alleviate

this requirement, we develop another scheme that makes use of interference symbols to hide

the message contents from the eavesdroppers (this is not applicable in the classical case).

The main idea behind the second scheme is the use of certain entanglement states that can

preserve the privacy of the user-required message against the eavesdroppers. However, the

second scheme is only able to achieve the super-dense coding gain in certain special cases.

2 Problem Formulation

The system consists of N databases, T of which may collude, X of which may communicate,

and E of which may be eavesdropped on. The system contains K messages, W1, . . . ,WK , of

equal length L, that are independent and identically distributed. The variables N , T , X, E,

and K are assumed to be globally known. The messages are generated uniformly at random

from the field Fq, with q = pr, where p is any prime number. Thus, in q-ary bits,

H(Wk) = L, k ∈ {1, . . . , K}, (1)

H(W[1:K]) =
K∑
k=1

H(Wk) = KL. (2)
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The messages W[1:K] need to be secure against any X communicating databases, i.e.,

I(W[1:K];SX ) = 0, (3)

where SX is all stored data in any set of X databases satisfying |X | ≤ X.

The user wants to retrieve a message Wθ, where θ is chosen uniformly at random from

[1 : K], and sends a query Q
[θ]
n to each database n. The set of queries sent to all N databases

is denoted by Q
[θ]
[1:N ]. As the user is unaware of the messages, the queries generated are

independent of the messages content, i.e.,

I(W[1:K];Q
[θ]
[1:N ]) = 0, θ ∈ [1 : K]. (4)

In addition, we require that the index of the retrieved message by the user is secure against

any T colluding databases, i.e.,

I(θ;Q
[θ]
T ) = 0, θ ∈ [1 : K], (5)

where T ⊂ [1 : N ], |T | ≤ T .

Upon receiving the query, database n replies with a deterministic answer string A
[θ]
n based

on its received query Q
[θ]
n , shared common randomness between the databases S, and stored

data Sn, i.e.,

H(A[θ]
n |Sn, Q

[θ]
n ,S) = 0, n ∈ [1 : N ], θ ∈ [1 : K]. (6)

The required message must be decodable to the user based on the answer strings received

A
[θ]
[1:N ] and the transmitted queries, i.e.,

H(Wθ|A[θ]
[1:N ], Q

[θ]
[1:N ]) = 0, θ ∈ [1 : K]. (7)

In addition, the database privacy constraint1 requires that the user gains no information

about the message set except for the required message, i.e.,

I(WθC ;A
[θ]
[1:N ]|Q

[θ]
[1:N ], θ) = 0, θ ∈ [1 : K], (8)

where WθC are all other messages aside from the required message Wθ.

Finally, the scheme must be secure against an eavesdropper who can listen to any set of

E queries and answers, i.e.,

I(θ;Q
[θ]
E1 , A

[θ]
E2) = 0, θ ∈ [1 : K], (9)

1In the literature of PIR, database privacy requires that no information on the contents of the messages
beyond what is required should be revealed to the user. However, it is not related to hiding the indices of
the unwanted messages.
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and

I(W[1:K];A
[θ]
E1 |Q

[θ]
E2) = 0, θ ∈ [1 : K], (10)

where E1, E2 ⊂ [1 : N ], |E1|, |E2| ≤ E.

The rate R of any scheme satisfying the above requirements is defined as the ratio between

the length of the required message and the average length of the answer strings. Thus,

R =
L

H(A
[θ]
[1:N ])

. (11)

In the quantumX-secure, E-eavesdropped, T -colluding quantum symmetric PIR (QXSET-

SPIR) problem, we follow the system models introduced in the literature [22–24]. The

databases store Sn, n ∈ [1 : N ], as classical bits and share an entangled state of N quantum

bits denoted by ρ. The user sends the queries Q
[θ]
[1:N ] over a classical channel to each of the

N databases, and each database n, n ∈ [1 : N ], with the quantum system A0
n = tr j=[1:N ]

j ̸=n
(ρ),

where tr(·) is the trace operator, replies to the user queries over a separate quantum channel.

Upon receiving the query, each database n performs the quantum operation Encn based on

the received query, storage and A0
n to produce the quantum state A[θ]

n as,

A[θ]
n = Encn(Q

[θ]
n , Sn,A0

n,Λn,S), θ ∈ [1 : K], n ∈ [1 : N ], (12)

where Encn is the nth database’s encoder, and Λn is a masking random variable sent by the

user to the databases.2 The final received state at the user is given as,

A[θ]
[1:N ] = A[θ]

1 ⊗ . . .⊗A[θ]
N , θ ∈ [1 : K], (13)

where ⊗ is the tensor product. Since the storage is in the form of classical bits and the

queries are sent over classical channels, constraint (3) must hold. It is also required that the

index of the required message be secure against the received queries and masking random

variables Λ[1:N ] for any T ⊂ [1 : N ], |T | ≤ T colluding databases, i.e,

I(θ;Q
[θ]
T ,ΛT ) = 0, θ ∈ [1 : K]. (14)

Additionally, the Von Neumann entropy, S(·),3 of the required message Wθ given the

queries and the answers must be zero,

S(Wθ|A[θ]
[1:N ], Q

[θ]
[1:N ],Λ[1:N ]) = 0, θ ∈ [1 : K]. (15)

2The main reason for the masking random variables is to combat the over-the-air decodability in quantum
channels. This is examined in detail in Section 4.2. For the scheme presented in Section 4.3, the masking
variables can be dropped.

3The Von Neumann entropy, conditional entropy, and quantum mutual information are defined in Sec-
tion 6.
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For database privacy, the quantum mutual information between the other messages WθC and

the received quantum densities Aθ
[1:N ] must satisfy,

S(WθC ;A
[θ]
[1:N ]|Q

[θ]
[1:N ], θ,Λ[1:N ]) = 0, θ ∈ [1 : K]. (16)

In addition, for the eavesdroppers who listen to any E classical and quantum channels, the

following privacy and security requirements must be satisfied.

S(θ;Q
[θ]
E1 ,A

[θ]
E2 ,ΛE3) = 0, θ ∈ [1 : K], (17)

and

S(W[1:K];A[θ]
E1 |Q

[θ]
E2 ,ΛE3) = 0, θ ∈ [1 : K], (18)

where E1, E2, E3 ⊂ [1 : N ] and |E1|, |E2|, |E3| ≤ E.

The QXSETSPIR rate RQ for the retrieval scheme satisfying (3)-(5) and (14)-(18) is

defined as,

RQ =
H(Wθ)

log dim(A[θ]
1 ⊗ . . .⊗A[θ]

N )
, (19)

where dim(A) is the dimension of the vector space spanned by A.

In this paper, we follow the encoding and decoding structure using the N -sum box ab-

straction introduced recently in [29]. In the encoding stage, the databases use Pauli operators

X(a) =
∑q−1

j=0 |j + a⟩ ⟨j|, and Z(a) =
∑q−1

j=0 ω
tr(aj) |j⟩ ⟨j|, where q = pr with p as any prime

number, a ∈ Fq and ω = exp(2πi/p). In the decoding stage, the user applies projective-value

measurement (PVM) defined on the quotient space of the stabilizer group L(V) defined by,

L(V) = {cvW̃ (v) : v ∈ V}, (20)

where V is a self-orthogonal subspace in F2N
q ,

W̃ (v) = X(v1)Z(vN+1)⊗ . . .⊗ X(vN)Z(v2N), (21)

and cv ∈ C is chosen such that L(V) is an Abelian subgroup of HWN
q with cvIqN being an

element of the stabilizer group if cv = 1, where HWN
q is the Heisenberg-Weyl group defined

as,

HWN
q = {cW̃ (s) : s ∈ F2N

q , c ∈ C \ {0}}. (22)

In the next section, we state our main results for this problem, both for classical and

quantum variations.
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3 Main Results

Theorem 1 For classical X-secure, E-eavesdropped, T -colluding SPIR (XSETSPIR) with

N databases, the rate given by

R = 1− X +max(T,E)

N
, (23)

is achievable, using modified cross subspace alignment (CSA) with message length L = N −
max(T,E)−X.

Remark 1 When X = 0 and E = 0, the proposed scheme achieves the optimal rate for

T -colluding SPIR, R = 1− T
N
, found in [4,6].

Remark 2 When X = 0, the proposed scheme achieves the optimal rate for E-eavesdropped,

T -colluding SPIR, R = 1− max(T,E)
N

, found in [7].

Remark 3 For X ≥ 1 the exact capacity of X-secure PIR with a fixed number of messages

K is still an open problem.

Theorem 2 For quantum X-secure, E-eavesdropped, T -colluding SPIR (QXSETSPIR) with

N databases which are allowed to share entanglement and have quantum channels for answer

strings, the rate given by

RQ = min

{
1, 2

(
1− X +max(T,E)

N

)}
, (24)

is achievable with modified quantum CSA.

Remark 4 When X = 0 and E = 0, the proposed scheme achieves the capacity of T -

colluding quantum SPIR, RQ = min
{
1, 2

(
1− T

N

)}
, found in [23].

Theorem 3 For quantum X-secure, E-eavesdropped, T -colluding SPIR (QXSETSPIR) with

N databases which are allowed to share entanglement and have quantum channels for answer

strings and no extra upload cost is allowed, the rate given by

RQ =

min
{
1, 2

(
1− X+M

N

)}
, E ≤ N − 2min{N

2
, N −X −M}

min
{
1− E

N
, 2
(
1− X+M+ δ

2

N

)}
, E > N − 2min{N

2
, N −X −M}

, (25)

whereM = max(T,E), and δ = E−
(
N−2min{N

2
, N−X−M}

)
, is achievable with modified

quantum CSA.

Remark 5 As noted before, due to over-the-air decoding, the scheme only achieves the super-

dense coding gain when E ≤ N − 2min{N
2
, N −X −M} .
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Remark 6 To give a numerical example for illustration, assume that N = 10, X = 2,

T = 5, and E = 3. Then, E < 10 − 6 = 4, which corresponds to the first case in Theorem

3. Thus, the achievable rate is RQ = 3/5. However, if E = 5 (in general if E > 4), we

have less number of interference symbols that can be used to hide the message symbols, which

results in a reduced rate, RQ = 1/2.

4 Achievable Schemes

In this section, we first present the proposed scheme for classical XSETSPIR, which is based

on a modified version of CSA. We then describe the quantum version of the scheme.

4.1 Achievable Scheme in the Classical Setting: XSETSPIR

Consider a total of N databases with the T -colluding, E-eavesdropped and X-secure setting.

Let the message length L be L = N −X −M , where M = max(E, T ). The storage at each

database n denoted by Sn is given by,

Sn =


W·,1 + (f1 − αn)R11 + (f1 − αn)

2R12 + . . .+ (f1 − αn)
XR1X

W·,2 + (f2 − αn)R21 + (f2 − αn)
2R22 + . . .+ (f2 − αn)

XR2X

...

W·,L + (fL − αn)RL1 + (fL − αn)
2RL2 + . . .+ (fL − αn)

XRLX

 , (26)

whereW·,j = [W1,j, . . . ,WK,j]
t is a vector representing the jth bit of allK messages, withWi,j

being the jth bit of message i, Rij are uniform independent random vectors with the same

dimensions as W·,j, j ∈ [1 : L], ai, fj ∈ Fq are distinct where i = 1, . . . , N and j = 1, . . . , L,

and t denotes the transpose operator.

The user wishes to retrieveWθ while protecting its privacy from any T colluding databases

and E eavesdroppers. The user sends the query Q
[θ]
n to the nth database as,

Q[θ]
n =


1

f1−αn

(
eθ + (f1 − αn)Z11 + . . .+ (f1 − αn)

MZ1M

)
...

1
fL−αn

(
eθ + (fL − αn)ZL1 + . . .+ (fL − αn)

MZLM

)
 , (27)

where eθ is a vector of length K with 1 in the θth index and zero otherwise, and Zij are

uniform independent random vectors of length K each, chosen by the user.

As the databases do not want any information on the messages other than what is required

to be leaked to the user, they agree on X +M − 1 independent uniform random variables

Z ′
1, . . . , Z

′
X+M−1 before the retrieval process starts, i.e., they share common randomness,

where all X +M − 1 common randomness variables Z ′
i are random noise symbols from Fq.
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Each database n, n ∈ [1 : N ], then computes the answer to be sent to the user as,

A[θ]
n = St

nQ
[θ]
n + Pn (28)

=
L∑
i=1

1

fi − αn

Wθ,i +
X+M−1∑

i=0

αi
n(Ii + Z ′

i), (29)

where Pn =
∑X+M−1

i=0 αi
nZ

′
i, and Ii is the coefficient of αi

n in the polynomial resulting from

the product St
nQ

[θ]
n . After receiving all the answers from the N databases, the user obtains

the required L symbols of Wθ, by solving the following equation, as X +M + L = N ,

A[θ] =

A
[θ]
1
...

A
[θ]
N

 = BN(α, f)[Wθ,1, . . . ,Wθ,L, I0 + Z ′
0, . . . , IX+M−1 + Z ′

X+M−1]
t, (30)

where α = [α1, . . . , αN ]
t, f = [f1, . . . , fL]

t, and BN(α, f) is an N × N invertible Cauchy-

Vandermonde matrix is given by,

BN(α, f) =


1

f1−α1
. . . 1

fL−α1
1 α1 . . . αX+M−1

1

1
f1−α2

. . . 1
fL−α2

1 α2 . . . αX+M−1
2

...
...

...
...

...
...

...
1

f1−αN
. . . 1

fL−αN
1 αN . . . αX+M−1

N

 . (31)

The main difference between theN−L interference symbols here and the interference symbols

in [9] is that they are contaminated with random noise unknown to the user, i.e., Z ′
i terms,

which leak no information to the user except for the required L bits. In Section 6, we prove

that this scheme achieves symmetric privacy and protects against any E-eavesdroppers, T -

colluding, and X-communicating databases.

Remark 7 Compared to the CSA scheme, the proposed symmetric CSA scheme achieves

the same rate with the extra benefit of symmetric privacy.

4.2 Achievable Scheme in the Quantum Setting: QXSETSPIR

To develop the quantum scheme based on the N -sum box abstraction [29], we first recall

some important definitions in [29].

Definition 1 (QCSA matrix) The quantum CSA (QCSA) matrix, of size N × N and

elements from Fq designed to retrieve 2L symbols in the quantum PIR scheme is defined as,

DN(α, β, f) =

9




β1

f1−α1

β1

f2−α1
. . . β1

fL−α1
β1 β1α1 . . . β1α

⌊N/2⌋−1
1 β1α

⌈N/2⌉−1
1 . . . β1α

N−L−1
1

β2

f1−α2

β2

f2−α2
. . . β2

fL−α2
β2 β2α2 . . . β2α

⌊N/2⌋−1
2 β2α

⌈N/2⌉−1
2 . . . β2α

N−L−1
2

...
...

...
...

...
...

...
...

βN

f1−αN

βN

f2−αN
. . . βN

fL−αN
βN βNαN . . . βNα

⌊N/2⌋−1
N βNα

⌈N/2⌉−1
N . . . βNα

N−L−1
N

 ,
(32)

where α = [α1, . . . , αN ]
t, f = [f1, . . . , fL]

t, with {fi}Li=1, {αi}Ni=1 being distinct elements from

Fq, β = [β1, . . . , βN ]
t, with β1, . . . , βN being non-zero constants from Fq, and L ≤ N

2
.

Definition 2 (Dual QCSA matrices) The matrices Hu
N and Hv

N are defined as Hu
N =

DN(α, u, f) and H
v
N = DN(α, v, f). Then, H

u
N , and H

v
N are dual QCSA matrices if,

1. u1, . . . , uN are non-zero,

2. u1, . . . , uN are distinct,

3. for each vj, j ∈ [1 : N ],

vj =
1

uj

 N∏
i=1
i ̸=j

(αj − αi)


−1

. (33)

Based on these definitions, we restate the definition of a stabilizer-based N -sum box and

and the feasibility theorem from [29, Thm. 1 and Thm. 6].

Theorem 4 A stabilizer-based N-sum box transfer matrix is an N × 2N transfer matrix M

that satisfies,

M =
[
0N×N IN

] [
G2N×N H2N×N

]−1

, (34)

where IN is the identity matrix of size N × N , 0A×B is the all zeros matrix of size A × B

and G is an SSO matrix, i.e., GtJG = 0, rank(G) = N , and

J =

[
0 −IN
IN 0

]
. (35)

Theorem 5 For any dual QCSA matrices Hu
N , and H

v
N , there exists a feasible N-sum box

transfer matrix G(u, v) of size N × 2N given by,

G(u, v) =


IL 0L×⌈N/2⌉ 0 0 0 0

0 0 I⌊N/2⌋−L 0 0 0

0 0 0 IL 0L×⌊N/2⌋ 0

0 0 0 0 0 I⌈N/2⌉−L


[
Hu

N 0

0 Hv
N

]−1

. (36)

10



Remark 8 To simply explain the main concept behind Theorem 5: If u and v are chosen

such that Hu
N and Hv

N are dual QCSA matrices, then there exists an N-entangled qubit shared

between the N databases such that the quantum channels between the databases and the user

can be represented by G(u, v).

Remark 9 A main difference between the quantum channel and the classical channel is that

the decoding is done over-the-air in the former. This implies that if the eavesdropper listens

to E answers, there is a possibility that it can get up to E out of the L symbols. This means

that the eavesdropper is more powerful in the quantum setting compared to the classical one.

Now, we are ready to describe the QXSETSPIR scheme. The storage at each database

is slightly modified compared to the classical case. The storage in the quantum scheme SQ

is given by,

SQ = [Sn(1)
t, Sn(2)

t]t, (37)

where Sn(1) and Sn(2) are as in (26), i.e., each containing L = N−X−M ≤ N
2
new symbols

of the K messages, along with new random noise vectors. In other words, the length of the

messages considered in the quantum scheme is twice of what was considered in the classical

case. To retrieve the required message, the user sends the query Q
[θ]
n to database n, which

is of the same form as in the classical scheme in (27). Each database n, n ∈ [1 : N ], then

generates the noise added answers as in (28),

Â[θ]
n (1) = Sn(1)

tQ[θ]
n + Pn(1) (38)

Â[θ]
n (2) = Sn(2)

tQ[θ]
n + Pn(2) (39)

where Pn(1) =
∑X+M−1

i=0 αi
nZ

′
i(1) and Pn(2) =

∑X+M−1
i=0 αi

nZ
′
i(2) with all Z ′

i(j) being random

noise symbols. To prevent the eavesdropper from decoding over-the-air, the user sends a set

of masking variables as follows, to each database n,

Λn(κ) =
1

f1 − αn

λ1(κ) + . . .+
1

fL − αn

λL(κ) + λL+1(κ)

+ αnλL+2(κ) + . . .+ αN−L−1
n λN(κ), κ ∈ [1 : 2], (40)

where λn(κ), n ∈ [1 : N ], κ ∈ [1 : 2] are uniform independent random variables generated

by the user. For each generated answer instance Â
[θ]
n (i), i ∈ [1 : 2] the databases add the

masking variables to protect the answers from the eavesdroppers.

A[θ]
n (1) = Â[θ]

n (1) + Λn(1) (41)

A[θ]
n (2) = Â[θ]

n (2) + Λn(2). (42)
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The N initial answers from the N databases are written compactly as,

A=



A
[θ]
1 (1)
...

A
[θ]
N (1)

A
[θ]
1 (2)
...

A
[θ]
N (2)


=

[
DN(α, 1N , f) 0

0 DN(α, 1N , f)

][
X(1)

X(2)

]
(43)

where

X(1)=



Wθ,1(1) + λ1(1)

Wθ,2(1) + λ2(1)
...

Wθ,L(1) + λL(1)

I0(1) + Z ′
0(1) + λL+1(1)
...

IX+M−1(1) + Z ′
X+M−1(1) + λN(1)


, X(2)=



Wθ,1(2) + λ1(2)

Wθ,2(2) + λ2(2)
...

Wθ,L(2) + λL(2)

I0(2) + Z ′
0(2) + λL+1(2)
...

IX+M−1(2) + Z ′
X+M−1(2) + λN(2)


.

(44)

Then, to make use of the entanglement and quantum channels, the answers are modified as,

Ã =

[
diag(u) 0

0 diag(v)

]
A, (45)

where u = [u1, . . . , uN ]
t, and v = [v1, . . . , vN ]

t are chosen such that they satisfy Definition 2.

These answers are sent through the quantum channels. Based on the properties of the

quantum channel, the N symbols received by the user, denoted by y are given as,

y = G(u, v)Ã (46)

= G(u, v)

[
Hu

N 0

0 Hv
N

][
X(1)

X(2)

]
(47)

=


IL 0L×⌈N/2⌉ 0 0 0 0

0 0 I⌊N/2⌋−L 0 0 0

0 0 0 IL 0L×⌊N/2⌋ 0

0 0 0 0 0 I⌈N/2⌉−L


[
X(1)

X(2)

]
(48)
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=



Wθ,1(1) + λ1(1)
...

Wθ,L(1) + λL(1)

I ′(1)

Wθ,1(2) + λ1(2)
...

Wθ,L(2) + λL(2)

I ′(2)


(49)

where I ′(1) represents the last ⌊N/2⌋ − L interference symbols of X(1) in (44), and I ′(2)

represents the last ⌈N/2⌉ − L interference symbols of X(2) in (44). As the user already

knows the values of λℓ(κ) for ℓ ∈ [1 : L] and κ ∈ [2], the user obtains the 2L symbols of the

required message Wθ, denoted by Wθ,1(1), . . . ,Wθ,L(1),Wθ,1(2), . . . ,Wθ,L(2).

Remark 10 In this scheme, we use the fact that L ≤ N
2
. If L > N

2
, we drop the extra

databases as in [29].

Remark 11 Note that since u and v can be globally known, the no-cloning theorem cannot

be invoked, thus the eavesdropper can listen to quantum channels.

Remark 12 Due to the over-the-air decoding, the user needs to send masking variables,

λ1, . . . , λN , to the N databases, i.e., a total of N2 bits. However, in our proposed scheme the

user only sends one bit to each database over the non-secure channel, i.e., N bits in total,

to achieve the same goal.

Remark 13 If L ≥ E, we can use each masking variable more than once, thus decreasing

the extra upload cost.

4.3 Achievable Scheme in the Quantum Setting with No Extra

Uploads

In this section, we propose a scheme that does not require any extra uploads by the user to

combat the eavesdropper, i.e., the masking random variables, λ[1:N ], introduced in Section 4.2

are not used. However, the rate is affected in some cases as stated in Theorem 3. The main

idea here is the usage of certain entanglement states that are useful in hiding messages

using interference symbols to provide security against eavesdroppers. In the first case of

this scheme, we consider the case where the number of eavesdropped links is less than the

number of interference terms, and in the second case, we consider the opposite setting.
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4.3.1 Case 1: E ≤ N − 2min{N
2
, N −X −M}

If the number of interference terms is greater than the number of eavesdropped links, the

interference terms can be used to mask the required message symbols. To this end, we define

the channel transition matrix as,

G′(u, v)=


(VN(b))I1,I1 0L×⌈N/2⌉ (VN(b))I1,I3 (VN(b))I1,I2 0L×⌊N

2
⌋ (VN(b))I1,I4

(VN(b))I3,I1 0L×⌈N/2⌉ (VN(b))I3,I3 (VN(b))I3,I2 0L×⌊N
2
⌋ (VN(b))I3,I4

(VN(b))I2,I1 0L×⌈N/2⌉ (VN(b))I2,I3 (VN(b))I2,I2 0L×⌊N
2
⌋ (VN(b))I2,I4

(VN(b))I4,I1 0L×⌈N/2⌉ (VN(b))I4,I3 (VN(b))I4,I2 0L×⌊N
2
⌋ (VN(b))I4,I4


[
Hu

N 0

0 Hu
N

]

(50)

= ΠtVN(b)Π


IL 0L×⌈N/2⌉ 0 0 0 0

0 0 I⌊N/2⌋−L 0 0 0

0 0 0 IL 0L×⌊N/2⌋ 0

0 0 0 0 0 I⌈N/2⌉−L


[
Hu

N 0

0 Hu
N

]
, (51)

where

Π =


IL 0L×(⌊N

2
⌋−L) 0L 0L×(⌈N

2
⌉−L)

0 0 IL 0

0 I⌊N
2
⌋−L 0 0

0 0 0 I⌈N
2
⌉−L

 , (52)

and b = [b1, . . . , bN ]
t is a vector of length N with distinct elements from Fq. VN(b) is the

N ×N Vandermonde matrix given by,

VN(b) =

1 b1 b21 . . . bN−1
1

...
...

...
...

...

1 bN b2N . . . bN−1
N

 , (53)

and I1 = (1, 2, . . . , L), I2 = (L + 1, 2, . . . , 2L), I3 = (2L + 1, 2, . . . , ⌊N
2
⌋ + L) and I4 =

(⌊N
2
⌋ + L + 1, . . . , N). (VN(b))Ii,Ij denotes the submatrix of VN(b) given by the rows and

columns indicated by the ordered tuples Ii and Ij, respectively. Lemma 9 (and its proof) in

Section 6 shows that this channel transition matrix is indeed a valid N -sum box construction.

The storage and query structure are identical to the scheme defined in Section 4.2. The

difference between this scheme and the scheme presented in Section 4.2 is the fact that the

user does not upload any other information to the databases except the queries that convey

the required message. Databases then generate the answers, A
[θ]
n (1), A

[θ]
n (2) as in (38)-(39),

i.e., there is no masking required in this scheme. Similar to the scheme defined in Section 4.2,

the answers from all the N databases can be written in the same form as (43), where in that
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case X(1) and X(2) can be written as

X(1)=



Wθ,1(1)

Wθ,2(1)
...

Wθ,L(1)

I0(1) + Z ′
0(1)

...

IX+M−1(1) + Z ′
X+M−1(1)


, X(2)=



Wθ,1(2)

Wθ,2(2)
...

Wθ,L(2)

I0(2) + Z ′
0(2)

...

IX+M−1(2) + Z ′
X+M−1(2)


. (54)

Afterwards, the databases modify this answer vector in the same manner as (45).

Next, the databases send the new answer over the channel defined in (50) as follows,

y = G′(u, v)Ã (55)

= G′(u, v)

[
Hu

N 0

0 Hv
N

][
X(1)

X(2)

]
(56)

=


(VN(b))I1,I1 0L×⌈N/2⌉ (VN(b))I1,I3 (VN(b))I1,I2 0L×⌊N

2
⌋ (VN(b))I1,I4

(VN(b))I3,I1 0L×⌈N/2⌉ (VN(b))I3,I3 (VN(b))I3,I2 0L×⌊N
2
⌋ (VN(b))I3,I4

(VN(b))I2,I1 0L×⌈N/2⌉ (VN(b))I2,I3 (VN(b))I2,I2 0L×⌊N
2
⌋ (VN(b))I2,I4

(VN(b))I4,I1 0L×⌈N/2⌉ (VN(b))I4,I3 (VN(b))I4,I2 0L×⌊N
2
⌋ (VN(b))I4,I4


[
X(1)

X(2)

]

(57)

= ΠtVN(b)Π
[
Wθ,1(1), . . . ,Wθ,L(1), I

′(1),Wθ,1(2), . . . ,Wθ,L(2), I
′(2)
]t

(58)

where I ′(1) is the last ⌊N
2
⌋−L interference symbols of X(1), I ′(2) is similarly the last ⌈N

2
⌉−L

interference symbols of X(2). As both Π and VN(b) are invertible matrices, ΠtVN(b)Π could

be inverted by the user to get {Wθ,1(1), . . . ,Wθ,L(1),Wθ,1(2), . . . ,Wθ,L(2)}, achieving a rate

of 2L
N

given in Theorem 3.

4.3.2 Case 2: E > N − 2min{N
2
, N −X −M}

In this case, we define a hybrid scheme that can use the interference symbols along with

the noise variables introduced in the storage to prevent the eavesdropper from decoding the

messages. As the number of eavesdropped links is greater than the number of interference

symbols, we need to introduce new noise variables to compensate for the difference. Let

δ = E −
(
N − 2min{N

2
, N −X −M}

)
, L2 = min{N

2
, N −X −M}, and L1 + δ = L2. Define
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r1, . . . , rδ to be uniform random variables in Fq. Then, the storage is defined as,

Sn(1) =



r1 + (f1 − αn)R11 + (f1 − αn)
2R12 + . . .+ (f1 − αn)

XR1X

...

rδ + (fδ − αn)Rδ1 + (fδ − αn)
2Rδ2 + . . .+ (fδ − αn)

XRδX

W·,1 + (fδ+1 − αn)Rδ+1,1 + (fδ+1 − αn)
2Rδ+1,2 + . . .+ (fδ+1 − αn)

XRδ+1,X

W·,2 + (fδ+2 − αn)Rδ+2,1 + (fδ+2 − αn)
2Rδ+2,2 + . . .+ (fδ+2 − αn)

XRδ+2,X

...

W·,L1 + (fL2 − αn)RL1+δ,1 + (fL2 − αn)
2RL1+δ,2 + . . .+ (fL2 − αn)

XRL1+δ,X


,

(59)

Sn(2) =


W·,L1+1 + (f1 − αn)R

′
11 + (f1 − αn)

2R′
12 + . . .+ (f1 − αn)

XR′
1X

W·,L1+2 + (f2 − αn)R
′
21 + (f2 − αn)

2R′
22 + . . .+ (f2 − αn)

XR′
2X

...

W·,L1+L2 + (fL2 − αn)R
′
L2,1

+ (fL2 − αn)
2R′

L2,2
+ . . .+ (fL2 − αn)

XR′
L2,X

 . (60)

Then, we use the same scheme structure as in Section 4.3.1 with the same quantum transition

matrix. The received answers at the user side are given by,

y = G′(u, v)Ã (61)

= G′(u, v)

[
Hu

N 0

0 Hv
N

][
X(1)

X(2)

]
(62)

= ΠtVN(b)Π


IL 0L×⌈N/2⌉ 0 0 0 0

0 0 I⌊N/2⌋−L 0 0 0

0 0 0 IL 0L×⌊N/2⌋ 0

0 0 0 0 0 I⌈N/2⌉−L


[
X(1)

X(2)

]
(63)

= ΠtVN(b)Π
[
r1, . . . , rδ,Wθ,1, . . . ,Wθ,L1 , I

′(1),Wθ,L1+1, . . . ,Wθ,L1+L2 , I
′(2)
]t

(64)

where I ′(1), and I ′(2) are the last ⌊N
2
⌋−L2 interference symbols ofX(1), and the last ⌈N

2
⌉−L2

interference symbols of X(2), respectively. Thus, L1 + L2 symbols are retrieved out of N

symbols received by the user, yielding a rate of RQ = L1+L2

N
= min{1 − E

N
, 2(1 − X+M+ δ

2

N
)}

given in Theorem 3.

5 Conclusion

In this paper, we studied the classical and quantum variations of theX-secure, E-eavesdropped,

and T -colluding symmetric PIR. In the classical variation, we developed a scheme that

achieves symmetric security at the same rate as the state-of-the-art scheme that solves the
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same problem without symmetric security. In the quantum variation, we pointed to how

the eavesdroppers have better access to the transmitted answer strings due to over-the-air

decodability imposed by the N -sum box abstraction. To that end, we designed a scheme

that represses the over-the-air decodability while maintaining the super-dense coding gain,

i.e., doubling the rate compared to the classical variation. In addition, we designed another

scheme that is more efficient in terms of the uploads. However, this scheme achieves the

super-dense coding gain only in certain cases.

6 Proofs

In this section, we provide the required proofs to show that the schemes for XSETSPIR,

QXSETSPIR presented in Sections 4.1, 4.2, 4.3 provide user-privacy against databases

and eavesdroppers, database-privacy against the user, and security against communicat-

ing databases. To simplify the notations, we use Z to refer to the noise terms generated by

the user for query generation, Z ′ to denote the noise terms generated by the databases to

ensure their privacy, and R to denote the noise vectors generated to hide the messages at

the databases.

Lemma 1 The XSETSPIR scheme presented in Section 4.1 ensures privacy against any

T -colluding databases.

Proof: Recall that T ≤ max(T,E) = M , and let θ be the required user index. Then, for

any set of T colluding servers denoted by T , the collective observations corresponding to the

ℓth bit of the received queries, i.e., rows (ℓ− 1)K + 1 to Kℓ of each of the queries Q
[θ]
T , can

be written as, Q
t
i1
((ℓ− 1)K + 1 : Kℓ)

...

Qt
iT
((ℓ− 1)K + 1 : Kℓ)

 = Eθ,ℓ +Bℓ

Z
t
ℓ1
...

Zt
ℓM

 , (65)

where

Eθ,ℓ =


1

fℓ−αn
etθ

...
1

fℓ−αn
etθ

 , Bℓ =

1 (fℓ − αi1) . . . (fi − αi1)
M−1

...
... . . .

...

1 (fℓ − αiT ) . . . (fi − αiT )
M−1

 . (66)

Note that, all columns of Bℓ are linearly independent. Now, we proceed as follows to ensure

the privacy of the required message index θ,

I(θ;Q
[θ]
T ) = I(θ; {Eθ,ℓ +BℓZℓ}ℓ∈[L]) (67)
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where Zℓ =

Z
t
ℓ1
...

Zt
ℓM

. As T ≤ M each term satisfies I(θ;Eθ,ℓ + BℓZℓ) = 0, and all pairs

of {Eθ,ℓ + BℓZℓ}, {Eθ,ℓ′ + B′
ℓZ

′
ℓ} for any ℓ ̸= ℓ′ are mutually independent from Shannon’s

one-time-pad theorem, proving I(θ;Q
[θ]
T ) = 0 . ■

Lemma 2 The XSETSPIR scheme presented in Section 4.1 provides database privacy.

Proof: The single-symbol answer received by the user from database n, n ∈ [1 : N ] given

in (29) is simply a random noise symbol, based on Shannon’s one-time-pad theorem, as Z ′

terms are random noise symbols unknown to the user. Let Ẑi be defined as Ẑi = Ii + Z ′
i in

(29), and WθC is the set of all messages aside for the required message Wθ. Note that,

H(A
[θ]
[1:N ]) ≤ H(Wθ, Ẑ0, . . . , ẐX+M−1), (68)

as each A
[θ]
n is a function of Wθ, {Ẑi}X+M−1

i=1 and the f, α constants. Therefore,

I(WθC ;A
[θ]
[1:N ]|Wθ, Q

[θ]
[1:N ], θ) = H(WθC |Wθ, Q

[θ]
[1:N ], θ)−H(WθC |A

[θ]
[1:N ],Wθ, Q

[θ]
[1:N ], θ) (69)

≤ H(WθC )−H(WθC |Wθ, Ẑ0, . . . , ẐX+M−1, Q
[θ]
[1:N ], θ) (70)

= 0, (71)

proving the database privacy. ■

Lemma 3 The XSETSPIR scheme presented in Section 4.1 is private against any eaves-

dropper with access to any E queries and E answers. In addition, it is secure against

eavesdroppers with E answer strings and E queries.

Proof: The first part of the lemma is proven as follows,

I(θ;Q
[θ]
E1 , A

[θ]
E2) ≤ I(θ;Q

[θ]
E1 , A

[θ]
E1) (72)

= I(θ;Q
[θ]
E1) + I(θ,Q

[θ]
E1 ;A

[θ]
E1)− I(AE1 ;Q

[θ]
E1) (73)

= 0 + I(θ,Q
[θ]
E1 ;A

[θ]
E1)− 0 (74)

= H(A
[θ]
E1)−H(A

[θ]
E1 |θ,Q

[θ]
E1) (75)

= 0, (76)

where the first inequality follows from the fact that Q
[θ]
E1 , and A

[θ]
E2 can convey the highest

information of θ only when E1 = E2 since A
[θ]
E1 is a function of Q

[θ]
E1 . Then, (74) follows from

the proof of Lemma 1 since |E| ≤M and I(A
[θ]
E1 ;Q

[θ]
E1) = 0 since each answer depends on the

uniform random variables Z ′
0, . . . , Z

′
X+M−1 which are independent from the queries.

18



To prove the second part, we proceed as follows,

I(W[1:K];A
[θ]
E1 |Q

[θ]
E2) ≤ I(W[1:K];A

[θ]
E1 |Q

[θ]
E1) (77)

= H(W[1:K]|Q[θ]
E1)−H(W[1:K]|Q[θ]

E1 , A
[θ]
E1) (78)

= H(W[1:K])−H(W[1:K]|ZE1 , Z
′
E1) (79)

= H(W[1:K])−H(W[1:K]) = 0, (80)

completing the proof. ■

Remark 14 The proof of security against any X-communicating databases is the same as

in [9] since we use the same storage construction.

Next, to prove that the quantum schemes presented in Sections 4.2 and 4.3 provide sym-

metric privacy and security against eavesdroppers, we need to use the following definitions

adopted from [32].

Definition 3 (Quantum Density Matrices) For a general quantum system A, that can

be in the state |ψj⟩ with probability pj, the quantum density matrix ρA is defined as,

ρA =
∑
j

pj |ψj⟩ ⟨ψj| , (81)

with pj ≥ 0,
∑

j pj = 1.

Definition 4 (Von Neumann Entropy) For the density matrix ρ, its Von Neumann en-

tropy is defined as,

S(ρ) = −tr(ρ log ρ) = H(Λ), (82)

where Λ are the eigenvalues of ρ and H(·) is the Shannon entropy. For a quantum system

A with density matrix ρA, we define S(A) = S(ρA).

Definition 5 (Quantum Relative Entropy) The relative entropy between two density

matrices ρ and σ is defined to be,

D(ρ∥σ) = tr(ρ(log ρ− log σ)). (83)

Definition 6 (Quantum Conditional Entropy and Mutual Information) The condi-

tional entropy of a quantum system A with respect to a system B is defined as,

S(A|B) = S(A,B)− S(B), (84)
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and the corresponding mutual information between them is defined as,

S(A;B) = S(A) + S(B)− S(A,B) = S(A)− S(A|B) = S(B)− S(B|A). (85)

In the following lemmas, we prove some important relations between general quantum

density matrices. Those relations are required to prove the properties of the quantum scheme

in Section 4.2.

Lemma 4 Let A, B, and C be general quantum density matrices. Then, the following hold:

1. If ρA is rank-1, then S(A) = 0.

2. S(A;B) = D(ρAB∥ρA ⊗ ρB), where the density matrix of joint quantum system A,B is

ρAB, ρA := trB(ρAB), ρB := trA(ρAB), and trB(ρA ⊗ ρB) = ρAtr(ρB).

3. If S(A,B) = 0, then S(A) = S(B).

4. |S(A)− S(B)| ≤ S(A,B) ≤ S(A) + S(B).

5. S(A;B,C) ≥ S(A;B).

Proof: The statements are proved as follows:

1. The proof of this statement follows from the fact that for a rank-1 density matrix (pure

states), there is one eigenvalue with value 1 and the remaining eigenvalues are 0, which

gives Shannon entropy of 0.

2. To prove this, we proceed as follows,

D(ρAB∥ρA ⊗ ρB) =tr(ρAB(log ρAB − log(ρA ⊗ ρB))) (86)

=tr(ρAB log ρAB)− tr(ρAB log(ρA ⊗ ρB)) (87)

=− S(A,B)− tr(ρAB(log(ρA ⊗ IB) + log(IA ⊗ ρB))) (88)

=− S(A,B)− trA(trB(ρAB(log ρA ⊗ IB))

− trB(trA(ρAB(IA ⊗ log ρB))) (89)

=− S(A,B)− trA(ρA log ρA)− trB(ρB log ρB) (90)

=− S(A,B) + S(A) + S(B). (91)

3. For a composite quantum system A,B with a pure state density, note that

|ϕ⟩ =
∑
ij

aij |iA⟩ |jB⟩ (92)

=
∑
ijk

uikϵkkvkj |iA⟩ |jB⟩ (93)
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=
∑
k

ϵkk |ψk,A⟩ |ψk,B⟩ , (94)

where |ψk,A⟩ =
∑

i uik |iA⟩ and |ψk,B⟩ =
∑

j vkj |jB⟩, by using singular value decompo-

sition for the matrix with elements aij with unitary matrices uik and vkj. Then,

ρA = trB

(∑
k

ϵkk |ψk,A⟩ |ψk,B⟩
∑
j

ϵjj ⟨ψj,A| ⟨ψj,B|

)
(95)

=
∑
kj

ϵkkϵjj |ψk,A⟩ ⟨ψj,A| trB (|ψk,B⟩ ⟨ψj,B|) (96)

=
∑
kj

ϵkkϵjj |ψk,A⟩ ⟨ψj,A| δjk (97)

=
∑
k

ϵ2kk |ψk,A⟩ ⟨ψk,A| , (98)

where δij = 1 if i = j and 0, otherwise. Similarly, ρB =
∑

k ϵ
2
kk|ψk,B⟩⟨ψk,B|. Note that

ρA and ρB share the same eigenvalues, thus by definition, S(A) = S(B).

4. The right hand side of the inequality follows from Klein’s inequality for quantum

relative entropy which states D(ρ∥σ) ≥ 0 [32], Lemma 4 (item 2) and the definition

of quantum mutual information. For the left hand side, note that by the purification

theorem [32], there exists a system R such that S(A,B,R) = 0. Thus, from the right-

hand side of the inequality, we can see that S(A,R) ≤ S(A) + S(R) and Lemma 4

(item 3) implies that S(B) ≤ S(A) + S(A,B). Similarly, S(A) ≤ S(B) + S(A,B).

5. S(A;B,C) − S(A;B) = S(A) + S(B,C) − S(A,B,C) − S(A) − S(B) + S(A,B) =

S(B,C)+S(A,B)−S(A,B,C)−S(B) ≥ 0, where the last inequality follows from the

strong subadditivity of the Von Neumann entropy [32].

■

Lemma 5 If a quantum system A has rank-1 density matrix, then S(A;B) = 0.

Proof: Note from Lemma 4 (item 1) and Lemma 4 (item 4), S(B) ≤ S(A,B) ≤ S(B), so

that S(A;B) = S(A) + S(B)− S(A,B) = S(B)− S(B) = 0. Similarly, S(A;B,C) = 0 for

a pure state system A. ■

Remark 15 From Lemma 5, we can easily see that a pure state system A with ρA = |ϕ⟩ ⟨ϕ|
acts as a deterministic classical source sending ϕ.

Now, we prove the properties of the QXSETSPIR scheme presented in Section 4.2.

Lemma 6 The QXSETSPIR scheme presented in Section 4.2 ensures privacy against any

T -colluding databases.
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Proof: We note that,

I(Q
[θ]
T ,ΛT ; θ) = I(Q

[θ]
T ; θ) + I(ΛT ; θ|Q[θ]

T ) = 0 (99)

where the first term equals 0 from the classical scheme for any T that is a subset of [1 : N ]

with |T | ≤ T , and the second term equals 0 from the fact that by construction, the masking

variables for both instances, ΛT = [ΛT (1),ΛT (2)], are independent of the queries Q
[θ]
T , and

the index θ. ■

Lemma 7 The QXSETSPIR scheme presented in Section 4.2 provides database privacy.

Proof: We start with,

S(A[θ]
[1:N ], Q

[θ]
[1:N ], θ,Λ[1:N ];WθC ) =S(Q

[θ]
[1:N ], θ,Λ[1:N ];WθC ) + S(A[θ]

[1:N ];Q
[θ]
[1:N ], θ,Λ[1:N ],WθC )

− S(A[θ]
[1:N ];Q

[θ]
[1:N ], θ,Λ[1:N ]) (100)

=I(Q
[θ]
[1:N ], θ,Λ[1:N ];WθC ) + S(A[θ]

[1:N ];Q
[θ]
[1:N ], θ,Λ[1:N ],WθC )

− S(A[θ]
[1:N ];Q

[θ]
[1:N ], θ,Λ[1:N ]), (101)

where Λ[1:N ] = [Λ[1:N ](1),Λ[1:N ](2)]. In the last equality, the fact that the answers A[θ]
n , n ∈

[1 : N ] are the only quantum system in the scheme is used to reduce the Von Neumann

entropy to Shannon entropy.

Now, note that from the N -sum box abstraction [29], at the end of the transmission the

received answers form a pure state quantum system, thus using Lemma 5,

S(A[θ]
[1:N ];Q

[θ]
[1:N ], θ,Λ[1:N ],WθC ) = S(A[θ]

[1:N ];Q
[θ]
[1:N ], θ,Λ[1:N ]) = 0, (102)

and from (49), it is known that the quantum measurement of the answers will give

{Wθ,[L](1),Wθ,[L](2), I
′(1), I ′(2)}, all of which are independent of WθC .

Moreover, since the contents of the messages, W = W[1:K], and the random vectors

generated by the user are independent, we have I(Q
[θ]
[1:N ], θ,Λ[1:N ];WθC ) = 0. Thus, the

scheme achieves symmetric privacy. ■

Remark 16 In Lemma 6, a stronger guarantee of privacy can be proven as

I(Q
[θ]
T ,Λ[1:N ]; θ) = I(Q

[θ]
T ; θ) + I(Λ[1:N ]; θ|Q[θ]

T ) = 0, (103)

since Λ[1:N ] is generated independent of the queries and the required message index.

Remark 17 By the construction of the protocol, it is clear that Lemma 6 holds for M

colluding databases as well. In addition, using the same steps we note that, the eavesdroppers

with access to E ≤ M queries cannot deduce the index of the required message from the

queries, i.e., I(θ;Q
[θ]
E ) = 0, E ⊂ [1 : N ], |E| ≤M .
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Lemma 8 The QXSETSPIR scheme presented in Section 4.2 is private and secure against

any eavesdropper with access to E queries and answer strings.

Proof: To prove the privacy part, i.e., privacy, note that

S(A[θ]
E1 , Q

[θ]
E2 ,ΛE3 ; θ) = S(Q

[θ]
E2 ,ΛE3 ; θ) + S(A[θ]

E1 ; θ,Q
[θ]
E2 ,ΛE3)− S(A[θ]

E1 ;Q
[θ]
E2 ,ΛE3). (104)

Then, from Remark 17, Lemma 6 and the independence between the masking variables Λ[1:N ]

and queries Q
[θ]
[1:N ], the first term is 0. Moreover, using Lemma 5, the last two terms are equal

to 0 as well. Hence, eavesdroppers cannot learn the index, concluding the first part of the

proof.

To prove the second part, i.e., security, note that from Lemma 4 (item 5) and Lemma 7,

we have S(A[θ]
E1 , Q

[θ]
E2 ,ΛE3 ;WθC ) = 0. In addition, from Remark 15 and the structure of N -sum

box abstraction [29], it is inferred that S(A[θ]
E1 , Q

[θ]
E2 ,ΛE3 ;Wθ|WθC ) = 0 since the user cannot

decode the indexed message without knowing L out of N masking variables λ1, . . . , λN , even

if all other messages are to be known, by the construction of the scheme, and since ΛE3 is

generated by Cauchy-Vandermonde coding of λ1, . . . , λN , no λj1 , . . . , λjL can be leaked since

E ≤ N − L = X +M by using arguments similar to 1. Moreover,

S(A[θ]
E1 , Q

[θ]
E2 ,ΛE3 ;W[1:K]) = S(A[θ]

E1 , Q
[θ]
E2 ,ΛE3 ;WθC ) + S(AE1 , QE2 ,ΛE3 ;Wθ|WθC ), (105)

where E1, E2, E3 ⊆ [1 : N ] with |E1| = |E2| = |E3| = E. Then, using Lemma 4.5, it we see that

S(A[θ]
E1 , Q

[θ]
E2 ,ΛE3 ;W[1:K]) = 0. ■

Remark 18 It is clear, based on the previous results, that the main structure of the schemes

presented in Section 4.3 are private against any T -colluding databases. It is also secure

against any X communicating databases and provides symmetric privacy.

Next, we prove that the schemes in Section 4.3 are private and secure from the eaves-

droppers. For this, we first show that the channel transition matrix defined in Section 4.3 is

a feasible N -sum box transition matrix.

Lemma 9 The channel transition matrix described for the QXSETSPIR schemes in Sec-

tion 4.3 is a stabilizer-based N-sum box transfer matrix as described in Theorem 4.

Proof: Note that for any 2N × N SSO matrix G and an N × N invertible matrix Υ, GΥ

is an SSO matrix as well, since by the invertibility of Υ, GΥ is rank-N , and ΥtGtJGΥ =

Υt(GtJG)Υ = 0. Note also that if
[
G H

]
is invertible, then

[
GΥ HΥ

]
is invertible since

[
GΥ HΥ

]
=
[
G H

] [Υ 0

0 Υ

]
, (106)
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and

[
Υ 0

0 Υ

]
is invertible as Υ is invertible. Then, if M1 =

[
0 I

] [
G H

]−1

is a stabilizer-

based N -sum box transfer matrix, so is

M2 =
[
0 I

] [
GΥ HΥ

]−1

(107)

=
[
0 I

] [Υ 0

0 Υ

]−1 [
G H

]−1

(108)

=
[
0 I

] [Υ−1 0

0 Υ−1

] [
G H

]−1

(109)

=
[
0 Υ−1

] [
G H

]−1

(110)

= Υ−1
[
0 I

] [
G H

]−1

= Υ−1M1. (111)

The channel transition matrix of Section 4.3 is the channel transition matrix of Section 4.2

multiplied on the left by an N×N matrix by description, and as shown above, if that matrix

is invertible, the proof follows. Note that N ×N matrix is written also as ΠtVN(b)Π. Note

that Π is a permutation matrix that changes the positions between {L + 1, . . . , L + ⌊N
2
⌋}

elements and {L+ ⌊N
2
⌋+ 1, . . . , 2L+ ⌊N

2
⌋} elements, thus it is invertible by definition, and

VN(b) is a Vandermonde matrix with distinct elements in b, and has nonzero determinant.

Thus, the N ×N matrix of Section 4.3.1 is invertible, concluding the proof. ■

Lemma 10 The QXSETSPIR scheme in Section 4.3.1 achieves privacy and security against

an eavesdropper that has access to any E queries and answers.

Proof: To prove the privacy part, we need to show that,

S(A[θ]
E1 , Q

[θ]
E2 ; θ) = 0. (112)

which follows from steps similar to those in the proof of Lemma 8. To prove the second part,

i.e., security, note that, S(A[θ]
E1 , Q

[θ]
E2 ;WθC ) which follows from the database privacy of the

scheme and Lemma 4.5. Afterwards, note that S(A[θ]
E1 , Q

[θ]
E2 ;Wθ|WθC ) = S(A[θ]

E1 , Q
[θ]
E2 ,WθC ;Wθ)

as the messages are independent from each other. Moreover,

S(A[θ]
E1 , Q

[θ]
E2 ,WθC ;Wθ) = S(Q

[θ]
E2 ,WθC ;W[1:K]) + S(A[θ]

E1 ;W[1:K]|Q[θ]
E2 ,WθC ), (113)

where E1, E2 ⊆ [1 : N ] with |E1| = |E2| = E. Note that the first term on the right- and

side is 0 by construction. From Lemma 5, the second term is 0 as well. Moreover, note

that I(I ′(i);WθC ) = 0, i = [1 : 2], by the database privacy, that is knowing the non-

indexed messages does not help the eavesdropper in knowing the interference terms, i.e.,

S(A[θ]
E1 ;WθC ) = 0. Also, S(A[θ]

E1 ;Q
[θ]
E2) = 0 as the answers are generated by multiplying the
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queries with the storage, which is a uniform random variable and as bove, the queries are

independent of the messages as well. Secondly, note from the scheme that

A[θ]
E1 =


1 bE1(1) . . . bN−1

E1(1)
...

... . . .
...

1 bE1(E) . . . bN−1
E1(E)





Wθ,1(1)
...

Wθ,L(1)

Wθ,1(2)
...

Wθ,L(2)

I ′(1)

I ′(2)


, (114)

thus, for any leakage of the indexed message from the answers to happen, there has to be[
c1 . . . cE

]
such that the last N − 2L columns should be all 0, i.e., there should not be

any noise term that is masking the messages. That is,

[
0 . . . 0

]
=
[
c1 . . . cE

]
b2LE1(1) . . . bN−1

E1(1)
... . . .

...

b2LE1(E) . . . bN−1
E1(E)

 =
E∏

k=1

b2LE1(k)

[
c1 . . . cE

]
1 . . . bN−2L−1

E1(1)
... . . .

...

1 . . . bN−2L−1
E1(E)

 .
(115)

As N − 2L ≥ E, the matrix is guaranteed to be rank-E by the Vandermonde structure,

so that the equation is satisfied only if c1 = . . . = cE = 0. That is, there is no leakage

to the eavesdropper about the indexed message. Then, we see that the answers do not

disclose any information about the messages and queries, thus using Remark 15, we see that

S(A[θ]
E1 , Q

[θ]
E2 ;W[1:K]) = 0. ■

Remark 19 The only difference between the schemes presented in Sections 4.3.1, and 4.3.2

is that the number of interference symbols is less than the number of the eavesdropped links

in the latter. That is why extra noise symbols are introduced in the storage to compensate

for the difference. The proof of privacy and security against the eavesdroppers of the scheme

in Section 4.3.2 follow similar steps to those in the proof of Lemma 10.
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