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Abstract—We consider a network consisting of n nodes that
aim to track a continually updating process or event. To dis-
seminate updates about the event to the network, two sources
are available, such that information obtained from one source
is considered more reliable than the other source. The nodes
wish to have access to information about the event that is
not only latest but also more reliable, and prefer a reliable
packet over an unreliable packet even when the former is a
bit outdated with respect to the latter. We study how such
preference affects the fraction of users with reliable information
in the network and their version age of information. We derive
the analytical equations to characterize the two quantities, long-
term expected fraction of nodes with reliable packets and their
long-term expected version age using stochastic hybrid systems
(SHS) modelling and study their properties. We also compare
these results with the case where nodes give more preference
to freshness of information than its reliability. Finally we show
simulation results to verify the theoretical results and shed
further light on behavior of above quantities with respect to
dependent variables.

I. INTRODUCTION

We consider a system where a set of n nodes wish to track
an event or a process (E), which gets updated according to a
Poisson process with rate λE . However, to transmit the infor-
mation about the event to the nodes, two sources are available,
such that one of these sources is more reliable than the other
and is expected to transmit more accurate information. We call
the former as reliable (R) source and the latter as unreliable
(U) source, and they send out packets to the network with
total update rate of λR and λU , respectively. This setting
could arise when multiple sensors are monitoring physical
environment and send updates to an IoT network, such that
some of these sensors are unreliable. Another example could
be when multiple websites or news sources are delivering
scores of a sports event to a group of interested viewers, such
that some of these sources are more reliable than others.

We notice that in the above settings, the event of interest
is dynamic in nature. In case of time-sensitive dynamic infor-
mation, network nodes are usually interested in obtaining the
latest possible information, which can be quantified by timeli-
ness metrics such as age of information [1]–[4], version age of
information [5], [6], binary freshness [7]–[9], age of incorrect
information [10], etc, that are commonly used in literature.
In this work we employ version age of information metric as
we associate a version number to every information about the
event. If VE(t) denotes the version number corresponding to
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Fig. 1. System model with reliable (R) and unreliable (U) sources observing
an event (E) that updates with rate λE . Reliable (R) and unreliable (U) sources
disseminate the information to the network at total rates λR and λU . Each
user gossips with its neighbors with rate λ over a fully-connected network.

the current state of event and Vi(t) denotes the version number
of the information about the event present at node i, then the
instantaneous version age of information at node i is defined
as Xi(t) = VE(t) − Vi(t), where VE(t) increments by one
every time the event gets updated.

In addition to the sources disseminating updates to the
network, the nodes in the network further aim to expedite
dissemination to improve their version age of information and
information reliability through gossiping [4], [5], [9], [11]–
[24]. Gossip algorithms are decentralized algorithms where
nodes randomly contact their neighbors to exchange packets,
and networks employing gossip protocols have been widely
studied in the literature from dissemination time perspective
[13], [15]–[17] and timeliness perspective [4]–[6], [9], [20]–
[23], [25].

The works most closely related to this paper are [4]–[6], [9],
[20], [21], [25]. [4], [5] derive the recursive linear equations
using stochastic hybrid system (SHS) framework for expected
age and expected version age, respectively, [20] studies the
expected version age in clustered gossip networks, [9] provides
analogous results for binary freshness metric, [21] attempts to
improve age bounds in gossip networks using file slicing and



network coding, and [6] and [25] study the effects of jamming
and timestomping adversaries on gossip networks. All these
works have a single source of information responsible for
transmitting latest information packets to the network, and the
nodes exchange packets with the single goal of improving their
freshness of information.

In this paper, we consider two kinds of sources, a reliable
source and an unreliable source, who are always assumed to
have the latest information about the event, resulting in their
respective version age of information XR(t) and XU (t) to be
zero at all times. The user nodes wish to have access to the
latest possible version of information, and have a preference
for reliable information, i.e., information that originated at the
reliable source. Let Si(t) indicate the reliability status of the
information packet present at node i at time t, with Si(t) = 0
and Si(t) = 1 corresponding to reliable and unreliable packet,
respectively. At time t, if node i sends update to node j, node
j makes a decision to accept or reject the packet in accordance
with the following set of rules:

• If Si(t) = 1 and Sj(t) = 1, i.e., both nodes possess
unreliable information, then node j chooses the packet
with lower version age of information.

• If Si(t) = 0 and Sj(t) = 0, i.e., both nodes possess
reliable information, then node j again chooses the packet
with lower version age of information.

• If Si(t) = 0 and Sj(t) = 1, i.e., incoming packet has re-
liable information but node j has unreliable information,
then node j will choose the reliable incoming packet as
long as Xi ≤ Xj+1, in other words, the incoming packet
is no more than one version older than the packet already
present at node j.

• If Si(t) = 1 and Sj(t) = 0, i.e., node j already
has reliable information packet and incoming packet is
unreliable, then node j would continue to keep its reliable
packet as long as Xj ≤ Xi+1, in other words, the reliable
packet present at node j is no more than one version older
than the incoming unreliable packet.

We first study what fraction of users nodes on average in
the network have unreliable information when the network
exchanges files according to the above protocol, and how it
affects the average version age of information at user nodes.
In this respect, we model the problem as a stochastic hybrid
system. We also study a different setting where user nodes
give higher priority to freshness of information and always
choose the packet with the lowest version age of information.
The reliability status of packets in the latter case would only
become relevant when two packets being compared have the
same version age but different reliability status, in which
case the reliable packet would be chosen. We study the
dependency of our results on various network parameters and
also compare the results of both the settings. We finally present
simulations results to verify our theoretical results and give
further insights.

II. SYSTEM MODEL AND SHS CHARACTERIZATION

The system model consists of a reliable source (R) and
an unreliable source (U ) that transmit updates to a set of n
user nodes N = {1, . . . , n} about a process or event (E) that
gets updated according to a Poisson process with rate λE , see
Fig. 1. Both reliable and unreliable sources are assumed to
always have access to the latest possible version of information
and they send updates to user node i ∈ N with rate λR

n and
λU

n , respectively. Further for every i, j ∈ N , node i sends
updates to node j according to a Poisson process with rate
λij = λ

n−1 as a part of the underlying gossip network. Let
F (t) denote the fraction of user nodes that have unreliable
information packet at time t, then

F (t) =
S1(t) + S2(t) + . . .+ Sn(t)

n
(1)

since Si(t) = 1 indicates that node i has unreliable infor-
mation. We are interested in characterizing the long-term ex-
pectations F = limt→∞ E[F (t)] and xi = limt→∞ E[Xi(t)],
i ∈ N , when nodes accept packets according to the protocol
stated in Section I. Note that the reliability status and version
age processes at all user nodes are statistically identical,
and consequently x1 = . . . = xn and F = s1, where
si = limt→∞ E[Si(t)]. Next we use SHS modelling [26] to
obtain a set of linear equations to derive s1 and x1.

In this regard, we select the continuous state for our
SHS model as (SSS(t),XXX(t)) ∈ R2n, where SSS(t) =
[S1(t), . . . , Sn(t)] and XXX(t) = [X1(t), . . . , Xn(t)] denote the
instantaneous reliability status and instantaneous version age,
respectively, at the n user nodes at time t. We say that
transition (i, j) takes place when node i sends an update packet
to node j, with (E,E) representing event update, and (U, i)
and (R, i) representing updates to user node i from unreliable
and reliable source, respectively. ere, Si(t) and Xi(t) do not
change between transitions and SHS model operates in a single
discrete state, where the continuous state obeys the differential
equation (Ṡ̇ṠS(t), Ẋ̇ẊX(t)) = 0002n. The set of transitions is

L = {(E,E)} ∪ {(U, i) : i ∈ N} ∪ {(R, i) : i ∈ N}
∪ {(i, j) : i, j ∈ N} (2)

such that the transition (i, j) resets the state (SSS,XXX) at time t
to ϕi,j(SSS,XXX, t) ∈ R2n post transition. The rates λij for each
transition (i, j) are given as

λij =


λU

n , i = U, j ∈ N
λR

n , i = R, j ∈ N
λ
n−1 , i, j ∈ N
λE , i = E, j = E

(3)

Next we define some variables that will come in handy later.
Consider a set A of nodes. Some nodes in this set might
have reliable information and others might have unreliable
information. Let R(A) ⊆ A denote the subset of nodes that
posses reliable information and let U(A) ⊆ A denote the
subset of nodes that possess unreliable information. For a



continuous state (SSS,XXX) and set of nodes A, we define version
age of set A, XA as follows:

• If A = ∅, then XA = ∞.
• If A = R(A) or A = U(A), then XA = minj∈AXj .
• If minj∈R(A)Xj ≤ minj∈U(A)Xj + 1, then XA =

minj∈R(A)Xj .
• If minj∈U(A)Xj ≤ minj∈R(A)Xj − 2, then XA =

minj∈U(A)Xj .
Next, we define reliability status of set A, SA as follows:

• If XR(A) ≤ XU(A) + 1, then SA = 0.
• If XU(A) ≤ XR(A) − 2, then SA = 1.

That is, as long as the latest reliable packet is no more than one
version older than latest unreliable packet in the set of nodes,
the node with the latest reliable packet determines XA and SA.
With this definition, based on transition (i, j) at time t, the
reset map to ϕi,j(SSS,XXX, t) = [S′

1, . . . , S
′
n, X

′
1, . . . , X

′
n] ∈ R2n

can be described as

S′
ℓ =


S{U,ℓ}, i = U, j ∈ N , ℓ = j

0, i = R, j ∈ N , ℓ = j

S{i,ℓ}, i, j ∈ N , ℓ = j

Sℓ, otherwise

(4)

and

X ′
ℓ =



Xℓ + 1, i = E, j = E, ℓ = j

1{XR({ℓ})=1}, i = U, j ∈ N , ℓ = j

0, i = R, j ∈ N , ℓ = j

X{i,ℓ}, i, j ∈ N , ℓ = j

Xℓ, otherwise

(5)

where 1{.} represents the indicator function. Next, we will
pick a series of test functions ψ : R2n × [0,∞) → R that
are time-invariant, i.e., their partial derivative with respect to
t is ∂ψ(XXX,UUU,t)

∂t = 0, such that their long-term expected value
E[ψ] = limt→∞ E[ψ(SSS(t),XXX(t), t)] will be useful for analysis
later. Since the test function only depends on the continuous
state values (SSS,XXX) and is time-invariant, for simplicity, we
will drop the third input t and write ψ(SSS,XXX, t) as ψ(SSS,XXX),
which is assumed to satisfy ψ̇(SSS(t),XXX(t)) = 0. Defining
E[ψ(ϕi,j)] = limt→∞ E[ψ(ϕi,j(SSS(t),XXX(t), t))], [26, Thm. 1]
yields

0 =
∑

(i,j)∈L

(E[ψ(ϕi,j)]− E[ψ])λij (6)

which is similar to derivations in [4], [5], [25], where the
left side is set to zero due to dE[ψ(SSS(t),XXX(t),t)]

dt = 0 at large t
as the expectation stabilizes. We will be using this equation
repeatedly by defining a series of time-invariant test functions
appropriate for our analysis. For more details, the reader is
encouraged to look at references [26] and [4].

III. RELIABILITY AND VERSION AGE ANALYSIS

Since the version age and reliability status evolution pro-
cesses are identical for all user nodes, we use Ak to denote
an arbitrary subset of k user nodes. Our first test function is

ψ(SSS,XXX) = SAk
, which is modified upon transition (i, j) to

ψ(ϕi,j(SSS,XXX, t)) = S′
Ak

and can be characterized using (4),
(5) as follows,

S′
Ak

=


SAk∪{U}, i = U, j ∈ Ak

0, i = R, j ∈ Ak

SAk+1
, i = N\Ak, j ∈ Ak

SAk
, otherwise

(7)

Defining ak = limt→∞ E[SAk
(t)] and bk =

limt→∞ E[SAk∪{U}(t)], and using (6) gives,

0 =(bk − ak)
kλU
n

+ (0− ak)
kλR
n

+ (ak+1 − ak)
k(n− k)λ

n− 1
(8)

Next, we study the test function ψ(SSS,XXX) = SAk∪{U}, which
has (i, j) transition map as follows,

S′
Ak∪{U} =


1− 1{XR(Ak)=0}, i = E, j = E

0, i = R, j ∈ Ak

SAk+1∪{U}, i = N\Ak, j ∈ Ak

SAk∪{U}, otherwise

(9)

Defining ck = limt→∞ E[1{XR(Ak)(t)=0}], (6) gives,

0 =(1− ck − bk)λE + (0− bk)
kλR
n

+ (bk+1 − bk)
k(n− k)λ

n− 1
(10)

Finally, we study the test function ψ(SSS,XXX) = 1{XR(Ak)=0},
which has the (i, j) transition map as follows,

1
′
{XR(Ak)=0} =


0, i = E, j = E

1, i = R, j ∈ Ak

1{XR(Ak+1)=0}, i = N\Ak, j ∈ Ak

1{XR(Ak)=0}, otherwise
(11)

that, upon employing (6), gives,

0 =(1− ck)λE + (1− ck)
kλR
n

+ (ck+1 − ck)
k(n− k)λ

n− 1
(12)

Equations (8), (10), (12) can be rewritten as follows,

ak =
bk
kλU

n + ak+1
k(n−k)λ
n−1

kλU

n + kλR

n + k(n−k)λ
n−1

(13)

bk =
(1− ck)λE + bk+1

k(n−k)λ
n−1

λE + kλR

n + k(n−k)λ
n−1

(14)

ck =
kλR

n + ck+1
k(n−k)λ
n−1

λE + kλR

n + k(n−k)λ
n−1

(15)

Note that a1 = s1 = F , and therefore, for computation of



F , we first solve for ck by (15), starting from k = n and
successively substituting for k = n − 1, . . . , 1 in an iterative
fashion. Once we have computed all ck, we can similarly
backward iterate on (14) to compute all the bk. Finally, we
can use bk and the inductive equation (13) to compute all the
ak, starting from an to reach a1 = F at the end.

Couple of observations can be made from equations (13),
(14), (15). First if λR is large, then substituting λR = ∞ in
(13) gives a1 = 0, i.e., all nodes have reliable information
at all times. On the other hand, if λU → ∞, then a1 ≈ b1,
where b1 is completely independent of λU and is a positive
quantity depending on other transition rates and network size
n. Hence when λU is large, a non-zero fraction of nodes
are still expected to have reliable information, this can be
attributed to the fact that nodes have a preference for reliable
information even if it amounts to reverting to an older version
of information, and as long as λR is non-zero, some nodes are
successfully able to discard their unreliable packets in favor of
reliable packets. Further, if the gossiping rate λ is high, then
a1 ≈ . . . ≈ an, which results in

a1 ≈ an ≈ bn
λU

λU + λR
≈ (1− cn)λE

λE + λR

λU
λU + λR

≈
(

λE
λE + λR

)2
λU

λU + λR
(16)

One might expect that a high gossiping rate would result in
fast dissemination of fresh reliable information in the network
and push F to 0, however, as seen in (16), F in this case would
still depend on other things such as how fast the reliable source
can start sending packets soon after the event gets updated and
if unreliable source is quicker in this regard.

Next, we characterize the version age at the user
nodes. We define ek = limt→∞ E[XAk

(t)] and dk =
limt→∞ E[1{XR(Ak)(t)=1}]. We require two new test functions
XAk

and 1{XR(Ak)}, that are modified by transition (i, j) as
follows,

X ′
Ak

=



XAk
+ 1, i = E, j = E

1{XR(Ak)=1}, i = U, j ∈ Ak

0, i = R, j ∈ Ak

XAk+1
, i = N\Ak, j ∈ Ak

XAk
, otherwise

(17)

1
′
{XR(Ak)=1} =


1{XR(Ak)=0}, i = E, j = E

0, i = R, j ∈ Ak

1{XR(Ak+1)=1}, i = N\Ak, j ∈ Ak

SAk∪{U}, otherwise
(18)

Using (6), they give the linear equations,

0 =(ek + 1− ek)λE + (dk − ek)
kλU
n

+ (0− ek)
kλR
n

+ (qk+1 − ek)
k(n− k)λ

n− 1
(19)

0 =(ck − dk)λE + (0− dk)
kλR
n

+ (dk+1 − dk)
k(n− k)λ

n− 1
= 0 (20)

which upon rearrangement, along with (15), give us the
following set of equations,

ek =
λE + dk

kλU

n + ek+1
k(n−k)λ
n−1

kλU

n + kλR

n + k(n−k)λ
n−1

(21)

dk =
ckλE + dk+1

k(n−k)λ
n−1

λE + kλR

n + k(n−k)λ
n−1

(22)

ck =
kλR

n + ck+1
k(n−k)λ
n−1

λE + kλR

n + k(n−k)λ
n−1

(23)

As before, we first compute all ck starting from k = n, which
next allows us to compute all dk iteratively, which in turn
allows us to compute all ek, to finally give us version age
x1 = e1. Again if λR is large, it leads to e1 ≈ 0, as the
network is flooded with fresh reliable packets. On the other
hand if λU → ∞, then e1 ≈ d1, where dk is a positive quantity
independent of λU . That is, version age of information of user
nodes is not guaranteed to drop to zero when unreliable source
transmits updates at high rate, since a reliable packet of age
one is more preferred than a zero age unreliable packet.

IV. HIGHER PREFERENCE FOR FRESH INFORMATION

For further perspective, we now study the case where the
user nodes give highest priority to fresh information. This
means when a user node receives a packet, its primary goal
is to keep the packet which has the lowest version age of
information and only when the two packets have the same
version age but different reliability status will the node prefer
the reliable packet over the unreliable packet. Considering the
network topology and transition rates to be the same as in
Section II, we modify the definition of XA as follows:

• If A = ∅, then XA = ∞, else XA = minj∈AXj .

We modify the definition SA as follows:

• If XR(A) ≤ XU(A), then SA = Sargminj∈R(A)Xj
= 0,

else SA = Sargminj∈U(A)Xj = 1.

The test functions of interest are SAk
and SAk∪{U} with (i, j)

transition maps,

S′
Ak

=


SAk∪{U}, i = U, j ∈ Ak

0, i = R, j ∈ Ak

SAk+1
, i = N\Ak, j ∈ Ak

SAk
, otherwise

(24)

and

S′
Ak∪{U} =


1, i = E, j = E

0, i = R, j ∈ Ak

SAk+1∪{U}, i = N\Ak, j ∈ Ak

SAk∪{U}, otherwise

(25)
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Fig. 2. Analytical and simulation results compared for (a) expected fraction
of users with unreliable information F . (b) expected version age x1.

Defining āk = limt→∞ E[SAk
(t)] and b̄k =

limt→∞ E[SAk∪{U}(t)], and employing (6) for the above test
functions gives

āk =
b̄k
kλU

n + āk+1
k(n−k)λ
n−1

kλU

n + kλR

n + k(n−k)λ
n−1

(26)

b̄k =
λE + (b̄k+1)

k(n−k)λ
n−1

λE + kλR

n + k(n−k)λ
n−1

(27)

Computing version age at user nodes in this case is sim-
pler with only one test function required XAk

with ēk =
limt→∞ E[XAk

(t)]. The corresponding transition map and
linear equation is

X ′
Ak

=



X̄Ak
+ 1, i = E, j = E

0, i = U, j ∈ Ak

0, i = R, j ∈ Ak

XAk+1
, i = N\Ak, j ∈ Ak

XAk
, otherwise

(28)

and

ēk =
λE + ēk+1

k(n−k)λ
n−1

kλU

n + kλR

n + k(n−k)λ
n−1

(29)

Comparing ēk and āk with ek and ak of the previous setting,
we can see iteratively starting from k = n, that ēk ≥ ek and
b̄k ≤ bk leading to āk ≤ ak. Thus there is a tradeoff between
information reliability and version age. However, when λE
is large, then dk → 0 and ck → 0 from (22) and (23), and
hence ēk ≈ ek for large λE . This is because the event is
getting updated so fast that all packets in the network are
quickly getting outdated, leaving no reliable packets with a
small version age of one in the network, making dk ≈ 0.

V. NUMERICAL RESULTS

We simulate a fully connected network for various network
sizes n with parameters λE = 2, λU = 5, λR = 1 and λ = 0.1
for upto a total time of 106 which we use as proxy for t→ ∞
and plot simulation points (blue dots) of F and x1 on curves
(red lines) obtained from equations (13), (14), (15), (21), (22)
in Fig. 2. The real-time simulation points coincide with the
iterative calculation of the derived equation curves, lending
support to the theoretical results and show that both F and x1
increase with network size n.
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Fig. 3. F as a function of network parameters λ, λE , λR and λU .

0 200 400 600 800 1000

λ

0.5

1.0

1.5

2.0

2.5

3.0

3.5

ve
rs

io
n

ag
e

at
ea

ch
n

o
d

e

x1, high reliability preference

x1, high freshness preference

(a)

0 200 400 600 800 1000
λE

0

2000

4000

6000

8000

10000

ve
rs

io
n

ag
e

at
ea

ch
n

o
d

e

x1, high reliability preference

x1, high freshness preference

(b)

0 200 400 600 800 1000
λR

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

ve
rs

io
n

ag
e

at
ea

ch
n

o
d

e

x1, high reliability preference

x1, high freshness preference

(c)

0 2 4 6 8
λU ×106

0.000

0.002

0.004

0.006

ve
rs

io
n

ag
e

at
ea

ch
n

o
d

e

x1, high reliability preference

x1, high freshness preference

(d)

Fig. 4. x1 as a function of network parameters λ, λE , λR and λU .

We next plot F and x1 for n = 100 nodes in Fig. 3 and
Fig. 4, respectively, for λE = 2, λU = 5, λR = 1 and λ = 0.1,
varying one of the parameters at a time. Fig. 3(a) shows that

F converges to a non-zero value
(

λE

λE+λR

)2
λU

λU+λR
= 0.37 as

predicted in (16). At large λR, F → 0 and x1 → 0 in Fig. 3(c)
and Fig. 4(c), respectively, as discussed in Section III, whereas
a large λU does not have the same effect where F converges
to a value strictly less than one in Fig. 3(d). Further from
Fig. 4(d), we see that the version age does not converge to zero
in high reliability preference case as discussed in Section III,
but it goes to zero in the high freshness case which prioritizes
fetching any packet with a potential to decrease its age. Lastly,
as λE becomes large, we see that x1 coincides for both high
reliability and high freshness preference cases, as predicted in
Section IV, and scales linearly with λE , since all terms in the
iteration (29) will have a common factor λE .
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