Abstract—We consider the energy harvesting diamond channel, where the source and two relays harvest energy from nature, the relays help deliver the source’s messages via signal cooperation, and the source has the option of wirelessly transferring some of its energy to the relays via energy cooperation. We find the optimal offline transmit power allocations and energy transfer policies that maximize the end-to-end throughput. For the case of no energy cooperation, we decompose the problem into inner and outer maximization problems, and solve the overall problem iterating between the two. We show that the class of procrastinating policies, where energy is transferred only when it will be immediately used, is optimal. We then show that the problem with energy cooperation is equivalent to a problem without energy cooperation with suitably modified rate expressions. We show that, in this system, if the source sends more energy to a relay, then it sends less data, showing us how data and energy should flow together optimally in this network.

I. INTRODUCTION

We consider the energy harvesting diamond channel [1], see Fig. 1, where all transmitters harvest energy from nature. The relays cooperate with the source in the physical layer via signal cooperation [2] and forward the source’s data to the destination. In addition, the source cooperates with the relays at the battery level by transferring some of its energy [3] to the relays via energy cooperation [4]. We determine the optimum power allocation and energy transfer policies of the users in order to maximize the end-to-end throughput in this system.

There has been a considerable amount of recent work in power control for energy harvesting communications [5]–[21]. In [5], the transmission completion time minimization problem is solved for an unlimited-sized battery. In [6], the throughput maximization problem is solved and its equivalence to the transmission completion time minimization problem is shown for an arbitrarily sized battery. In [7]–[16], the problem is extended to fading, broadcast, multiple access, interference and relay channels. Throughput maximization problem with battery imperfections is considered in [17], [18] and processing costs are incorporated in [19], [20]. Recently, in [21], a two-hop communication system with one and two parallel relays in a half-duplex setting is considered. Energy cooperation is introduced in [4], and jointly optimum power allocation and energy transfer policies are found for one-way [4] and two-way energy cooperation in [22], [23].

In this paper, we first consider the case where no energy cooperation is allowed. We decompose the problem into inner and outer optimization problems, which are both convex, and solve the overall problem by iterating between the two, and using directional waterfilling [7]. For the case with energy cooperation, we first show, as in [22], [23], the optimality of procrastinating policies, i.e., that energy must be transferred only when it will be used immediately. Then, we transform the problem with energy cooperation to one with no energy cooperation with suitably modified rate expressions. We show that if energy is transferred to both relays, then the transmit powers of the source to both relays must be equal implying that equal amount of data must be transmitted from the source to the relays; on the other hand, if energy is transferred only to one of the relays then the transmit power of the source to that relay must be less, meaning that if the source sends more energy to a relay then it sends less data. This shows how energy and data flow together optimally in this network.

II. SYSTEM MODEL AND PROBLEM DEFINITION

We consider the energy harvesting diamond channel with energy cooperation shown in Fig. 1. The harvested energies are saved in the corresponding batteries. All of the physical layers are additive white Gaussian noise (AWGN) channels with unit channel gains, and unit AWGN powers. The broadcast link from the source to the relays and the multiple access link from the relays to the destination are orthogonal as in [1]; in addition, in our model, the two broadcast links and the two multiple
access links are orthogonal among themselves as well. When there is wireless energy transfer, this is done by two separate orthogonal energy transfer units whose coupling frequencies are set differently [3]. Finally, data transmission and energy transfer channels are orthogonal, i.e., energy transfer does not create interference to data communication.

There are $L$ equal length slots. We refer to relay 1 as the top and relay 2 as the bottom relay and use subscripts $t$ and $b$ to denote their parameters; subscript $s$ denotes source node’s parameters. In slot $i$, the source, top and bottom relays harvest energy with amounts $E_{si}, E_{ti}, E_{bi}$. Energy transfer efficiency is $\alpha$: when the source transfers $\delta_{ti} (\delta_{bi})$ amount of energy to the top (bottom) relay, $\alpha\delta_{ti} (\alpha\delta_{bi})$ amount of energy enters the energy queue of the top (bottom) relay. We denote the transmission power of the source to the top (bottom) relay as $P_{ti} (P_{bi})$, the transmission power of the top (bottom) relay to the destination as $\tilde{P}_{ti} (\tilde{P}_{bi})$. We denote these power and energy transfer sequences with the vectors $\tilde{P}_t, \tilde{P}_b, P_t, P_b, \delta_t, \delta_b$.

The energy that has not arrived yet cannot be used, leading to the following energy causality constraints at all transmitters:

\[
\sum_{i=1}^{k} \tilde{P}_{ti} \leq \sum_{i=1}^{k} (E_{ti} + \alpha\delta_{ti}), \quad \forall k
\]  

\[
\sum_{i=1}^{k} \tilde{P}_{bi} \leq \sum_{i=1}^{k} (E_{bi} + \alpha\delta_{bi}), \quad \forall k
\]  

\[
\sum_{i=1}^{k} P_{bi} + P_{ti} \leq \sum_{i=1}^{k} (E_{si} - \delta_{ti} - \delta_{bi}), \quad \forall k
\]

The relays cannot forward data that has not arrived yet, leading to the following data causality constraints at the relays:

\[
\sum_{i=1}^{k} \frac{1}{2} \log (1 + \tilde{P}_{ti}) \leq \sum_{i=1}^{k} \frac{1}{2} \log (1 + P_{ti}), \quad \forall k
\]  

\[
\sum_{i=1}^{k} \frac{1}{2} \log (1 + \tilde{P}_{bi}) \leq \sum_{i=1}^{k} \frac{1}{2} \log (1 + P_{bi}), \quad \forall k
\]

The end-to-end throughput maximization problem subject to energy and data causality constraints is:

\[
\begin{align*}
\max_{P_{ti}, P_{bi}, \tilde{P}_{ti}, \tilde{P}_{bi}} & \quad \sum_{i=1}^{L} \frac{1}{2} \log (1 + P_{ti}) + \frac{1}{2} \log (1 + P_{bi}) \\
\text{s.t.} & \quad (1)-(5), \quad (\tilde{P}_t, \tilde{P}_b, P_t, P_b, \delta_t, \delta_b) \geq 0
\end{align*}
\]  

III. No Energy Transfer

In this case, $\delta_t = \delta_b = 0$, and the problem becomes:

\[
\begin{align*}
\max_{P_{ti}, P_{bi}} & \quad \sum_{i=1}^{L} \frac{1}{2} \log (1 + P_{ti}) + \frac{1}{2} \log (1 + P_{bi}) \\
\text{s.t.} & \quad P_{ti} \geq 0, \quad (P_t, P_b, \delta_t, \delta_b) \geq 0
\end{align*}
\]  

We first prove a property of the optimal solution, which states that either the source energy should be fully consumed or the energies at both relays should be fully consumed.

**Lemma 1** The optimal power allocations $P_{ti}^*,$ $P_{bi}^*$ must satisfy either $\sum_{i=1}^{L} P_{ti}^* = \sum_{i=1}^{L} E_{ti}$ and $\sum_{i=1}^{L} P_{bi}^* = \sum_{i=1}^{L} E_{bi}$; or $\sum_{i=1}^{L} P_{ti}^* + P_{bi}^* = \sum_{i=1}^{L} E_{si}$.

**Proof:** We prove this statement by contradiction. Assume $\sum_{i=1}^{L} P_{ti}^* + P_{bi}^* < \sum_{i=1}^{L} E_{si}$ and $\sum_{i=1}^{L} P_{ti}^* < \sum_{i=1}^{L} E_{ti}$. Now, we can increase $P_{ti}^*$ without violating the energy constraints.
and improve the overall throughput which contradicts the optimality of $P^*_{t_1}, P^*_{t_2}$. Now, assume $\sum_{i=1}^L P^*_t + P^*_b < \sum_{i=1}^L E_{si}$ and $\sum_{i=1}^L P^*_b < \sum_{i=1}^L E_{bi}$. We can again increase $P^*_b$ and improve the overall throughput contradicting the optimality. Therefore, the conditions stated in the lemma must hold. ■

Now we note that the problem in (11a)-(11d) is convex since the objective function is concave and the constraints are linear, and therefore can be solved by standard convex optimization techniques. The constraints in (11d) couple the energy causality constraints of the two relays. We propose the following decomposition for this problem. Let us define the function $f(P_t)$ which is a maximization over $P_b$ for fixed $P_t$

$$f(P_t) = \max_{P_b \geq 0} \sum_{i=1}^L \frac{1}{2} \log (1 + P_{bi})$$

s.t. (11c), $\sum_{i=1}^k P_{bi} \leq \sum_{i=1}^k E_{si} - P_{t1}$, $\forall k$ (12)

We have the following lemma.

**Lemma 2** $f(P_t)$ is non-increasing and concave in $P_t$. 

**Proof:** Since increasing $P_t$ can only shrink the feasible set, $f(P_t)$ is non-increasing in $P_t$. To prove the concavity: Let $P_t$ and $Q_t$ be two power vectors. Let $0 \leq \lambda \leq 1$ and $\tilde{\lambda} = 1 - \lambda$. Let $P$ be the solution of the problem $f(P_t)$ and $Q$ be the solution of the problem $f(Q_t)$. $P$ and $Q$ exist and are unique due to convexity. The vector $\lambda P + \tilde{\lambda} Q$ is feasible for the problem $f(\lambda P_t + \tilde{\lambda} Q_t)$ as the constraints are linear. Then,

$$f(\lambda P_t + \tilde{\lambda} Q_t) \geq \frac{L}{2} \log (1 + \lambda P_t + \tilde{\lambda} Q_t)$$

(b) follows from the concavity of $\log$ and (c) follows from the fact that $P$ solves $f(P_t)$ and $Q$ solves $f(Q_t)$. ■

The problem in (11a)-(11d) can equivalently be written as:

$$\max_{P_{si} \geq 0} f(P_t) + \sum_{i=1}^L \frac{1}{2} \log (1 + P_{ti})$$

s.t. (11b), $\sum_{i=1}^k P_{ti} \leq \sum_{i=1}^k E_{si}$, $\forall k$ (14)

where the second set of constraints is required to ensure the feasibility of problem (12). We solve the problem in (14) by separately solving the outer and inner maximization problems.

**A. Inner Maximization**

Here, we focus on the inner problem in (12) for a fixed $P_t$. We combine the constraints in problem (12) to a single constraint by defining $M_k = \min \left(\sum_{i=1}^k E_{bi}, \sum_{i=1}^k E_{si} - P_{ti}\right)$ and $T_k = M_{k+1} - M_k$. Rewriting problem (12), we have

$$\max_{P_{si} \geq 0} \sum_{i=1}^L \frac{k}{2} \log (1 + P_{bi})$$

s.t. $\sum_{i=1}^k P_{bi} \leq \sum_{i=1}^k T_i$, $\forall k$ (15)

This is the single-user throughput maximization problem with energy arrivals $T_i$ [5]–[7]. By Lemma 1 we must have $\sum_{i=1}^L P_{bi} = \sum_{i=1}^k T_i$ for $P_{ti} = P^*$ which means that all of the energy will be utilized. This also follows from [5]–[7]. This problem can be solved by the geometric method in [5] or by the directional water-filling method in [7]. Once $P^*_{bi}$ are found, $f(P_t) = \sum_{i=1}^L \frac{k}{2} \log (1 + P^*_{bi})$.

**B. Outer Maximization**

The outer maximization problem is the problem of finding the optimal $P_t$ in (14). We combine the constraints in problem (14) to a single constraint by defining $N_k = \min \left(\sum_{i=1}^k E_{ti}, \sum_{i=1}^k E_{si}\right)$ and $Q_k = N_{k+1} - N_k$. Then, the problem in (14) can be written as:

$$\max_{P_{si} \geq 0} f(P_t) + \sum_{i=1}^L \frac{k}{2} \log (1 + P_{ti})$$

s.t. $\sum_{i=1}^k P_{ti} \leq \sum_{i=1}^k Q_i$, $\forall k$ (16)

This problem is convex since the constraints are linear and the objective function is concave by Lemma 2 and the concavity of the log function. By Lemma 2 the objective function here is not strictly increasing therefore all the available energy may not be utilized. This is especially the case when the top relay has sufficient energy but the source is energy deficient. As a result the excess energy in problem (16) has to be accounted for. To this end, we add an additional $(L+1)$th slot to collect the excess energy. This additional slot does not contribute to
the objective function. We use the following algorithm to solve this problem.

We utilize right permeable taps to account for the energy which is saved in the battery to be used in the future and an extra overflow slot at the very end to account for the extra energy that will not be utilized. We let each tap have a meter measuring the water that has already passed through it and we allow each tap to let the water flow back if an update in the allocation necessitates it. Any water that has flown to the overflow slot can also be called back through this process.

The water levels are obtained by allowing water flow from a single tap at a time. We start by filling the energy arrivals $Q_i$ in the slots with the taps closed and an empty overflow slot in the end. Water is allowed to flow forward if this increases the objective function and the corresponding meter allows it. We note that if we go through all the possible taps sufficiently many times, our algorithm will converge to an optimal solution since the iterations increase the objective function monotonically while maintaining the feasibility at each iteration. Since the problem is convex, convergence to the optimal point is guaranteed.

IV. WITH ENERGY TRANSFER

Now, we allow energy cooperation. With the possibility of energy transfer, we go back to the original problem in (10), and let $\delta_i \geq 0, \bar{\delta}_i \geq 0$. We start with the following lemma.

**Lemma 3** For optimal $P^*_i, P^*_b, \delta^*_i, \bar{\delta}^*_i$, if for some slot $i$, $\delta^*_i > 0, \bar{\delta}^*_i > 0$ then $P^*_i = P^*_b$. Furthermore, if $\delta^*_i > 0, \bar{\delta}^*_i = 0$ then $P^*_i \leq P^*_b$; and if $\delta^*_i = 0, \bar{\delta}^*_i > 0$ then $P^*_b \leq P^*_i$.

**Proof:** Assume $\delta^*_i > 0, \bar{\delta}^*_i > 0$ but $P^*_i \neq P^*_b$. First assume $P^*_i > P^*_b$. For $\epsilon > 0$, define $\bar{P}_i = P^*_i - \epsilon, \delta^*_i = \delta^*_i - \frac{\epsilon}{\alpha}, \bar{P}_b = P^*_b + \epsilon, \bar{\delta}^*_b = \bar{\delta}^*_b + \frac{\epsilon}{\alpha}$ while keeping all other variables the same. Now, we consider the modified policy $(P^*_i, P^*_b, \delta^*_i, \bar{\delta}^*_i)$ and show that it is feasible. Since $\sum_{i=1}^{k} P^*_i - \alpha \delta^*_i = \sum_{i=1}^{k} \bar{P}_i - \alpha \bar{\delta}^*_i \leq \sum_{i=1}^{k} E_{t_i}, \forall k$ the constraints (9a) are satisfied. Similarly, $\sum_{i=1}^{k} \bar{P}_b - \alpha \bar{\delta}^*_b = \sum_{i=1}^{k} P^*_b - \alpha \delta^*_b, \forall k$ therefore (9b) are satisfied, and $\sum_{i=1}^{k} \bar{P}_b + \bar{P}_i - \bar{\delta}^*_i - \delta^*_i = \sum_{i=1}^{k} P^*_b + P^*_i - \hat{\delta}^*_i - \hat{\delta}^*_i, \forall k$ therefore (9c) are satisfied. By the concavity of the objective function, the modified policy achieves a higher throughput than the optimal policy which is a contradiction. Now assume $P^*_b > P^*_i$, and define $\bar{P}_b = P^*_b - \epsilon, \bar{\delta}^*_b = \bar{\delta}^*_b - \frac{\epsilon}{\alpha}, \bar{P}_i = P^*_i + \epsilon, \bar{\delta}^*_i = \bar{\delta}^*_i + \frac{\epsilon}{\alpha}$ to arrive at a similar contradiction. This proves the first statement. The second statement is proved by assuming $\delta^*_i > 0, \bar{\delta}^*_i = 0$ but $P^*_i > P^*_b$ and modifying $\bar{P}_i = P^*_i - \epsilon, \delta^*_i = \delta^*_i - \frac{\epsilon}{\alpha}, \bar{P}_b = P^*_b + \epsilon, \bar{\delta}^*_b = \frac{\epsilon}{\alpha}$ to reach a contradiction. The last statement follows from symmetry. \[\square\]

Lemma 3 reveals an interesting property of the optimal energy and information flow in the network. This lemma shows that if the source transfers non-zero amounts of energy to both relays, then the transmit powers of the source to both relays must be equal, implying that the source must send equal amounts of data to both relays. On the other hand, if the source sends energy to only one of the relays, then the transmit power of the source to that relay must be less. These together imply that if the source sends more energy to a relay then it sends less data. This shows how energy and data must flow together optimally in the network, and also reveals an interesting trade-off between the amounts of information and energy transfers.

Next lemma shows that the class of procrastinating policies in [23] is optimal in our setting also. This means that the energies must be transferred only when they will be immediately used. That is no transferred energy should be saved and used in the future slots at the energy receiving node.

**Lemma 4** Define a policy as procrastinating if it satisfies $P_{tk} \geq \alpha \delta_{tk}$ and $P_{tk} \geq \alpha \bar{\delta}_{tk}, \forall k$. There exists a procrastinating policy that solves problem (10).

**Proof:** We prove that any feasible policy can be made procrastinating without modifying the sum-rate. Assume a feasible $(P_t, P_b, \delta, \bar{\delta})$ is not procrastinating and there exists at least one $k$ and $j$ such that $P_{tk} < \alpha \delta_{tk}$ or $P_{tk} < \alpha \bar{\delta}_{tk}$. First, we focus on the top relay. Choose the smallest such $k$, define $\delta_{tk} = \delta_{tk} - \epsilon$ and $\bar{\delta}_{tk} = \bar{\delta}_{tk} + \epsilon$, where $\epsilon$ is chosen to satisfy $P_{tk} = \alpha \delta_{tk}$, while keeping all other variables the same. If $k = L$, then modify $\delta_{kL}$ and $\bar{\delta}_{kL} - \epsilon$. Now, we show that the modified policy $(P_t, P_b, \delta, \bar{\delta})$ is feasible. We have $\sum_{i=1}^{k} P_{ti} - \alpha \delta_{ti} = \sum_{i=1}^{k} \bar{P}_{ti} - \alpha \bar{\delta}_{ti} = \sum_{i=1}^{k} P_{ti} - \alpha \delta_{ti} \leq \sum_{i=1}^{k} E_{t_{ki}}, \forall k$. Therefore, (9a) is satisfied at slot $k$. Since $\sum_{i=1}^{p} \delta_{tk} = \sum_{i=1}^{p} \bar{\delta}_{tk}$ for $p > k$, constraints in (9a) for slots $p > k$ are identical and satisfied. Constraints in (9c) are satisfied because at slot $k$, $\delta_{tk} < \bar{\delta}_{tk}$, which can only extend the feasible region and the constraints at slots $p > k$ are identical. This modification does not change $P_t$ and achieves the same sum-rate, however, the time slot $k$ that prevents the policy from being non-procrastinating is strictly increased. By repeatedly applying this procedure, the policy $P_t$ is made procrastinating. Similar modification to the bottom relay makes the policy $P_b$ procrastinating, and completes the proof of the lemma. \[\square\]

Let us define $\bar{P}_{ti} = P_{ti} - \alpha \delta_{ti}$ and $\bar{P}_{bi} = P_{bi} - \alpha \bar{\delta}_{bi}$. A procrastinating policy satisfies $\bar{P}_{ti} \geq 0$ and $\bar{P}_{bi} \geq 0$. We rewrite the problem in (10) in terms of these new variables as:

\begin{align}
\max_{P_t, P_b, \delta, \bar{\delta}, \geq 0} & \sum_{i=1}^{k} \left[ \frac{1}{2} \log (1 + \bar{P}_{ti} + \alpha \delta_{ti}) + \frac{1}{2} \log (1 + \bar{P}_{bi} + \alpha \bar{\delta}_{bi}) \right] \\
\text{s.t.} & \sum_{i=1}^{k} P_{ti} \leq \sum_{i=1}^{k} E_{t_{ti}}, \forall k \\
& \sum_{i=1}^{k} P_{bi} \leq \sum_{i=1}^{k} E_{b_{ti}}, \forall k \\
& \sum_{i=1}^{k} \bar{P}_{ti} + \bar{P}_{bi} = \sum_{i=1}^{k} E_{s_{ti}} - (1 + \alpha) (\delta_{ti} + \bar{\delta}_{bi}), \forall k
\end{align}
The only energy causality constraints on \((\delta_1, \delta_2)\) are (17d). Let us define \(g(\bar{P}_t, \bar{P}_b)\) as

\[
g(\bar{P}_t, \bar{P}_b) = \max_{\delta_t, \delta_b \geq 0} \sum_{i=1}^{L} \frac{1}{2} \log (1 + \bar{P}_{ti} + \alpha \delta_{ti}) + \frac{1}{2} \log (1 + \bar{P}_{bi} + \alpha \delta_{bi})
\]

s.t. \((17b), (17c)\)

Now, the problem (17a)-(17d) can equivalently be written as:

\[
\max_{\bar{P}_t, \bar{P}_b \geq 0} g(\bar{P}_t, \bar{P}_b)
\]

s.t. \((17b), (17c)\), \(\sum_{i=1}^{k} \bar{P}_{ti} + \bar{P}_{bi} \leq \sum_{i=1}^{k} E_{si} \quad \forall k\)

where the last set of constraints ensure the feasibility of (18).

### A. Inner Maximization

Here, we solve (18) for fixed \(\bar{P}_t, \bar{P}_b\). We rewrite (17d) more conveniently as \(\sum_{i=1}^{k} \alpha (\delta_{ti} + \delta_{bi}) \leq \sum_{i=1}^{k} Z_i\) where \(Z_i \triangleq \alpha (E_{si} - \bar{P}_{ti} - \bar{P}_{bi})/(1 + \alpha)\). The solution to this problem can be found by water-filling the energy levels \(Z_i\) on top of two users with the base levels \(\bar{P}_{ti}\) and \(\bar{P}_{bi}\), respectively. Then, \(g(\bar{P}_t, \bar{P}_b)\) is found by plugging the optimal energy transfer values in the objective function of (18). Using a similar argument as in Lemma 2, it can be shown that \(g(\bar{P}_t, \bar{P}_b)\) is jointly concave in \((\bar{P}_t, \bar{P}_b)\).

### B. Outer Maximization

Here, we solve (19) by finding the optimal \((\bar{P}_t, \bar{P}_b)\). The constraints of problem (19) are equivalent to that of problem (11a)-(11d) but the objective function is modified from the sum-rate to \(g(\bar{P}_t, \bar{P}_b)\) which is concave. By using procrastinating policies, we have reduced the problem with energy cooperation to a problem without energy cooperation which has a modified objective function. Since \(g(\bar{P}_t, \bar{P}_b)\) is concave, we can use the algorithm specified in Section III-B.

### V. Numerical Example

We provide a numerical example over 3 slots to illustrate our results. Let \(E_{s} = [5, 3, 10]\), \(E_{t} = [2, 6, 0]\) and \(E_{b} = [0.5, 4, 2]\) be harvested by the source, top relay and bottom relay, respectively, and \(\alpha = 0.5\). In the case of no energy cooperation, the optimal solution is \(P_{t}^* = [2.2, 7.5, 3.25]\) and \(P_{b}^* = [0.5, 2.75, 3.25]\) with a sum-rate of 7.04. In the first slot, each relay exhausts its own energy and in the remaining slots the source energy is divided equally among the relays. In time, the power levels are equalized to the extent possible by the relay energy causality constraints. Energy is left at the source, but both relay energies are used up in agreement with Lemma 1. With the possibility of energy transfer, the optimal values converge to \(P_{t}^* = [2.2, 2.3, 4.18]\), \(P_{b}^* = [0.84, 2.23, 4.18]\), \(\delta_{t1}^* = [0, 0, 0.82]\), \(\delta_{b2}^* = [0.69, 0, 0.82]\), and a sum-rate of 7.34 is achieved. We see that \(\delta_{t1}^* = 0, \delta_{t2}^* > 0, \delta_{b1}^* \leq P_{b1}^*\) and \(\delta_{b3}^* > 0\), \(\delta_{b3}^* > \delta_{b3}\) in agreement with Lemma 3. The resulting policy is procrastinating in agreement with Lemma 4.

### VI. Conclusions

We studied the energy harvesting diamond channel with signal and energy cooperation, and solved the end-to-end throughput maximization problem by convex decomposition. For the case with energy cooperation, we determined the jointly optimum information and energy flow in the network.
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