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 Homework 0update – for practice, not for grading 
 
Repeat all the steps of the Custom Network to get used to various neural network 

    concepts. Repeat using tansig for layer 2, logsig for layer 1 and 6 neurons for 
     layer 1. Try various delays and different training functions and inputs to get 
     used to running neural networks in MatLab. 
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