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Abstract—The joint power control and base station assignment for downlink is considered in this paper. Based on the results and observations of previous work we present an algorithm that finds a feasible joint base assignment and transmission power vector in the downlink. We show that under some conditions the algorithm also minimizes the sum of downlink powers. Interestingly, there is not always a Pareto optimal power vector for the joint problem in the downlink as is the case in the uplink. This fact is demonstrated through a counterexample.

I. INTRODUCTION

The objective of power control in wireless networks is to minimize transmitted powers subject to maintaining the link quality by keeping the signal-to-interference ratio (SIR) above a threshold called minimum protection ratio. The power allocation and base station assignment can be integrated to attain higher capacity and achieve smaller allocated powers. In a network with power control capability, as the mobiles move or new calls arrive, the reassignment of mobiles to base stations helps to find a feasible power allocation and provides a framework for handoff.

In [1]–[3] the combined base station assignment and power allocation was proposed for uplink. In those papers, algorithms were proposed to achieve the optimal base assignment and power allocation such that the mobile powers are minimal among all feasible assignments. In [2] it has been observed that the base station assignment in the downlink cannot be done using the algorithms proposed in [1]–[3]. Based on the simple observation in [4] that for fixed assignment the feasibility of uplink and downlink are equivalent, in this letter we consider the joint power control and base station assignment for downlink. It is interesting to note that unlike the fixed assignment, in the joint problem, the uplink and downlink are substantially different. While in the uplink there is a Pareto optimal solution for the power control and base station assignment, this is not the case for the downlink. We will demonstrate this fact through a counterexample. Note that when there is a Pareto optimal solution the globally optimal solution is achieved when each user attempts to optimize his own power while in the other case the issue of power allocation arises. Regarding the joint problem in the downlink we will show that the sequence of base station assignment for the joint uplink power control and base station assignment converges to a feasible assignment for the downlink. We use the same iterations to update the downlink power. Despite the fact that the downlink power update is not a standard function [2], we will prove that this algorithm converges to a feasible downlink power allocation where there exists any. We will also show that when the thermal noise power at all receivers are equal, the proposed algorithm also minimizes the sum of downlink powers among all feasible assignments.

II. UPLINK POWER CONTROL AND BASE STATION ASSIGNMENT

The aim of power control is to minimize transmitted power such that the SIR at each link (denoted by $\Gamma_i$) is no less than a threshold $\gamma_i$. That is,

$$\Gamma_i = \frac{G_{ij}P_j}{\sum_{j \neq i} G_{ij}P_j + N_i} \geq \gamma_i, \quad i = 1, \ldots, M$$

where $M$ is the number of mobiles, $G_{ij}$ is the link gain between mobile $j$ and base $i$, $P_j$ is the $j$th mobile power, and $N_i$ is the noise power at the $i$th base station. The above constraint in matrix form is given by $P \succeq \text{DP} + u$, where $P = [P_1, \ldots, P_M]^T$, $D = \text{diag}(\gamma_1/G_{11}, \ldots, \gamma_M/G_{MM})$, $u$ is an element-wise positive vector whose elements are defined as $u_i = \gamma_i/N_i$, and

$$\begin{cases} 0 & \text{if } j = i \\ G_{ji} & \text{if } j \neq i \end{cases}$$

If the spectral radius of $DF$ is less than unity, i.e., $\rho(DF) < 1$, the network is feasible and the optimal solution to the power control problem is given by $P = (I - DF)^{-1}u$. Denote the $i$th base station power by $P_i$ and the noise power at the $i$th mobile by $N_i$. Similar to uplink, it can be shown that if $\rho(DF^T) < 1$, the optimal downlink power is given by $\hat{P} = (I - DF^T)^{-1}u$, where $\hat{P} = [\hat{P}_1, \ldots, \hat{P}_M]^T$, and $u_i = \gamma_i/N_i$. In [4] it has been shown that the spectral radius of $DF$ and $DF^T$ and consequently the feasibility of uplink and downlink power control with fixed assignment are the same.

In the optimal uplink power control and base station assignment, the objective is to determine the assignment of users to base stations which minimizes the allocated mobile powers. Iterative algorithms that compute the optimal joint base station
and power assignment for the uplink were proposed in [1]–[3]. The power update in this case is given by

$$P_n^{i+1} = \arg \min_{k \in B_i} \left\{ \gamma_i G_{ik} P_n^j + \gamma_i N_{ik} \right\}$$

where $B_i$ is the set of allowable base stations for the $i$th mobile. A network is feasible if there exists an assignment and power allocation such that the quality constraint is satisfied for each link. In [1]–[3] it has been shown that in a feasible network, the above iteration converges to the optimal power allocation and base station assignment, such that the mobile power is minimal among all feasible base station assignments.

### III. DOWNLINK POWER CONTROL AND BASE STATION ASSIGNMENT

In [2] it has been observed that the standard methods for base station assignment and power control cannot be applied to find the optimal base station assignment in the downlink, because the interference reduction associated with changing the base station assignment of one user may result in greater interference to other links [2]. In this letter, we will show through a counterexample that there is no Pareto optimal solution for the problem in the downlink. Using known results from the joint uplink problem and the downlink-uplink equivalence for the fixed assignment power control problem, we enhance the joint power allocation and base station assignment by the following algorithm. We let the uplink select the base station and at the same time we run one power control iteration for downlink using the same assignment. The algorithm steps at the $n$th iteration are as follows.

**Algorithm BUD:**

1. (B) The base station assignment, denoted by $b_n^i$, is found to minimize the uplink power:

$$b_n^i = \arg \min_{k \in B_i} \left\{ \sum_{j \neq i} \gamma_j G_{jk} P_n^j + \gamma_i N_{ik} \right\}$$  \hspace{1cm} (1)

2. (U) The uplink power is updated based on the assignment $b_n^i$:

$$P_{n+1}^i = \sum_{j \neq i} \gamma_j G_{jk} P_n^j + \gamma_i N_{ik}$$  \hspace{1cm} (2)

3. (D) The downlink power is updated based on the same assignment ($b_n^i$):

$$\dot{P}_{n+1}^i = \sum_{j \neq i} \gamma_j G_{jk} P_n^j + \gamma_i N_{ik}$$  \hspace{1cm} (3)

Based on the fact that the power update for uplink is a standard function, it has been shown [2] that the first two steps of the above algorithm converge to the optimal solution. The downlink power update is not a standard function, and as a result the convergence of the algorithm cannot be shown using the method in [2]. However, using the simple fact that the same assignment is used in the uplink and downlink at each iteration, we will prove the following.

**Theorem 1:** The downlink power update in Algorithm BUD converges to a feasible power allocation for the downlink.

**Proof:** In [3] it has been proved that for any starting power allocation there exists an $N \geq 0$ such that for $n \geq N$, $\dot{P}_n^i = 0$ for all $i$. Consider the positive vectors $\dot{u}$ and $\dot{u}$ whose elements are defined by $\dot{u}_i = (\gamma_i N_i)/G_{ik}$ and $\dot{u} = (\gamma_i N_i)/G_{ik}$. Define $\dot{D} = \text{diag}\{\gamma_i G_{ik}, \ldots, \gamma_M G_{ik}\}$, and $\dot{F} = \{\dot{F}_{ij}\}$.

$$\dot{F}_{ij} = \begin{cases} 0 & \text{if } j = i \\ \dot{u}_i & \text{if } j \neq i. \end{cases}$$

For $n > N$ the power control iteration for uplink and downlink can be written in matrix form as $P_n = \dot{D} \dot{F} P^{n-1} + \dot{u}$ and $\dot{P}_n = \dot{D} \dot{F} P^{n-1} + \dot{u}$, where $P_n = [P_1^n, \ldots, P_M^n]^T$ and $\dot{P}_n = [\dot{P}_1^n, \ldots, \dot{P}_M^n]^T$. If the spectral radius of $\dot{D}$ is less than unity the above iteration converges to $[\dot{P}] = [I - \dot{D} \dot{F}]^{-1} \dot{u}$. Note that the thermal noise power solely depends on the bandwidth and noise figure of a receiver, which is the same for all receivers. That is, $N_i$ are the same for all base stations and $\dot{N}_i$ are the same for all mobiles. In the following we will show that the sum of base station powers is also minimal among all feasible base station assignments.

**Theorem 2:** In the case that $\dot{N}_i = N$ and $\dot{N}_i = \dot{N}$, Algorithm BUD also minimizes $\sum \dot{P}_i$.

**Proof:** It can be shown that the downlink and uplink power allocations, computed by algorithm BUD, are given by $\dot{\dot{P}} = N \sum_{k=0}^{\infty} (\dot{D} \dot{F})^k \dot{D}_1$, and $\dot{\dot{P}} = N \sum_{k=0}^{\infty} (\dot{D} \dot{F})^k \dot{D}_1$, respectively, where 1 is the all one vector. We here use the fact that $\dot{u} = N \dot{D}_1$ and $\dot{u} = N \dot{D}_1$. The sum of mobile powers (uplink) is given by

$$1^T \dot{P} = N \sum_{k=0}^{\infty} 1^T (\dot{D} \dot{F})^k \dot{D}_1$$  \hspace{1cm} (4)

and the sum of base station powers (downlink) is given by

$$1^T \dot{\dot{P}} = N \sum_{k=0}^{\infty} 1^T (\dot{D} \dot{F})^k \dot{D}_1$$  \hspace{1cm} (5)

Since the sum of base station powers is a scalar, we can transpose the right-hand side of the above equation, i.e.,

$$1^T \dot{\dot{P}} = (\dot{D} \dot{F})^T 1 = \sum_{k=0}^{\infty} 1^T \dot{D}_1 (\dot{D} \dot{F})^k 1$$  \hspace{1cm} (6)

The optimal base station assignment and power control achieves the minimal power vector among all feasible assignments, and the sum of uplink and downlink powers are the same up to a constant. Therefore, the sum of powers for downlink is also minimal among all feasible assignments.

In the following we show that, in general, there is no pointwise optimal solution to the joint power control and base station assignment in the downlink. Consider a downlink
network of two mobiles and three base stations as illustrated in Fig. 1. We consider two assignments of base stations to mobiles. In the first assignment \((a_1)\), \(m_1\) is assigned to \(B_1\) and \(m_2\) is assigned to \(B_2\). In the second assignment \((a_2)\), \(m_1\) is assigned to \(B_1\) and \(m_2\) is assigned to \(B_3\). Let the noise power at all mobiles be \(N\) and the SNR threshold be \(\gamma\). The minimum power allocation which satisfies the link quality is given by

\[
\hat{P}_1^{a_1} = \alpha \left( \frac{\gamma G_{12}}{G_{11}G_{22}} + \frac{1}{G_{11}} \right)
\]

and

\[
\hat{P}_2^{a_1} = \alpha \left( \frac{\gamma G_{21}}{G_{11}G_{22}} + \frac{1}{G_{22}} \right)
\]

where \(\alpha = \gamma N / (1 - \gamma G_{12}G_{23} / (G_{11}G_{22}))\). In Fig. 1(a), \(m_1\) is closer to its assigned base station. Therefore, \(G_{11} > G_{22}\) and \(G_{12} < G_{21}\). In this case \(\hat{P}_1^{a_1} < \hat{P}_2^{a_1}\). Similarly, in Fig. 1(b) the optimal power vectors are given by

\[
\hat{P}_1^{a_2} = \beta \left( \frac{\gamma G_{13}}{G_{11}G_{23}} + \frac{1}{G_{11}} \right)
\]

and

\[
\hat{P}_2^{a_2} = \beta \left( \frac{\gamma G_{21}}{G_{11}G_{23}} + \frac{1}{G_{23}} \right)
\]

where \(\beta = \gamma N / (1 - \gamma G_{12}G_{23} / (G_{11}G_{22}))\). In this case since \(m_2\) is closer to its assigned base station, \(G_{11} < G_{23}\) and \(G_{12} > G_{21}\), i.e., \(\hat{P}_1^{a_2} < \hat{P}_2^{a_2}\). Also if the location of \(B_3\) is close enough to \(m_2\) such that \(G_{13}/G_{23} > G_{12}/G_{22}\), then \(\hat{P}_1^{a_2} < \hat{P}_2^{a_2}\). That is, by changing the assignment from Fig. 1(a) to (b), \(\hat{P}_1\) is increased while \(\hat{P}_2\) is decreased, which leads us to this conclusion that in general there is no assignment that minimizes all base station powers among all feasible assignments.

IV. CONCLUSION

We have stressed the differences of joint power control and base station assignment in uplink and downlink. We have shown that there is no Pareto optimal solution for joint problem in downlink. Therefore, we have proposed an algorithm that finds a feasible solution for the joint problem when there exists any. Moreover, we have proved that in the case that the thermal noise power is the same for all receivers, the solution is also optimal in terms of the sum of base station powers.
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