Abstract. We consider the leakage resilience of the Ring-LWE analogue of the Dual-Regev encryption scheme (R-Dual-Regev for short), originally presented by Lyubashevsky et al. (Eurocrypt ’13). Specifically, we would like to determine whether the R-Dual-Regev encryption scheme remains IND-CPA secure, even in the case where an attacker leaks information about the secret key.

We consider the setting where $R$ is the ring of integers of the $m$-th cyclotomic number field, for $m$ which is a power-of-two, and the Ring-LWE modulus is set to $q \equiv 1 \mod m$. This is the common setting used in practice and is desirable in terms of the efficiency and simplicity of the scheme. Unfortunately, in this setting $R_q$ is very far from being a field so standard techniques for proving leakage resilience in the general lattice setting, which rely on the leftover hash lemma, do not apply. Therefore, new techniques must be developed.

In this work, we put forth a high-level approach for proving the leakage resilience of the R-Dual-Regev scheme, by generalizing the original proof of Lyubashevsky et al. (Eurocrypt ’13). We then give three instantiations of our approach, proving that the R-Dual-Regev remains IND-CPA secure in the presence of three natural, non-adaptive leakage classes.

1 Introduction

Recently, NIST has begun the process of standardizing post-quantum cryptosystems, i.e. algorithms for public key encryption, key exchange and digital signatures that are expected to remain secure even in the presence of a universal quantum computer. One of the foremost avenues for viable post-quantum public key encryption is to construct schemes from lattices, and reduce the security of the scheme to the quantum-hardness of a well-studied lattice problem. Among cryptosystems built from lattices, so-called ideal-lattice-based schemes are usually preferred in practice, since ideal-lattices are highly structured objects that lend themselves to more efficient and compact cryptosystems. There are several ideal-lattice-based schemes for public key encryption that may become candidates for standardization. One of these is the Ring-LWE analogue of the Dual-Regev encryption scheme (R-Dual-Regev for short), first presented by Lyubashevsky et al. [32] and then simplified (for the case of power-of-two cyclotomics) by Alperin-Sheriff and Peikert and Crockett and Peikert [4,12].

As various candidate lattice-based schemes are being considered for standardization, it is imperative to provide evidence of their robustness and suitability for large-scale use. Indeed, it is possible that a cryptosystem enjoys a security reduction to a quantum-hard problem, but at the same time is vulnerable to far simpler attacks that can be carried out without the expertise and expense needed to launch a quantum attack. In this work, we consider the robustness of the R-Dual-Regev encryption scheme against side-channel attacks, where an attacker leaks information about the cryptographic key by measuring e.g. power consumption of a physical device during decryption. Such attacks are known to be detrimental against standard cryptosystems, such as RSA, and can be launched with reasonable costs in myriad settings (cf. [5,17,25,26,23,46,43,19]).

Lattices and LWE. An $n$-dimensional lattice $L$ is an additive discrete subgroup of $\mathbb{R}^n$. There are several algorithmic problems relating to lattices that are believed to be hard, even for a quantum computer. The relevant one for this work will be the (approximate) shortest independent vector problem (SIVP$_\gamma$), which asks to find a set of $n$ linearly independent vectors (where $n$ is the dimension of the lattice) such that the length of the longest vector in the set is within a $\gamma$ factor of the minimum possible length.

---
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The learning with errors (LWE) problem was introduced by Regev [42], who showed a worst-case to average-case quantum reduction from \textup{SIVP},\footnote{Classical reductions from \textup{GapSVP} were subsequently proved by Peikert [39] and Brakerski et al. [9].} To solve the (decision version of the) LWE problem, an attacker must distinguish the two distributions \((A, A\mathbf{x} + \mathbf{e})\) from \((A, \mathbf{u})\), where \(A\) is a matrix chosen uniformly from \(\mathbb{Z}_q^{m \times n}\), \(\mathbf{x}\) is sampled from \(\mathbb{Z}_q^n\), \(\mathbf{e}\) is sampled from an “error distribution” \(\psi_m\) over \(\mathbb{Z}_q^n\) and \(\mathbf{u}\) is chosen uniformly from \(\mathbb{Z}_q^n\). Many lattice-based public-key encryption schemes are built from LWE (following the original construction of [42]) and the security of these schemes is proven by first reducing to LWE and then applying known reductions from LWE to lattice problems (cf. [20,10]).

**Ideal lattices and Ring-LWE.** Efficiency is a main concern in lattice-based cryptosystems. When using the LWE assumption over general lattices to build encryption schemes, the public key consists of the LWE matrix \(A\), a random matrix over \(\mathbb{Z}_q\) of size \(m \times n\), where \(m > n\) and \(n\) is security parameter. So storing the public key requires space at least \(\Omega(n^2 \log q)\), and encryption requires matrix-vector multiplication. To over come this inefficiency, \textit{ideal lattices}—lattices with additional structure—were introduced. In the ideal lattice setting, we consider the number field \(K = \mathbb{Q}[x]/\Phi_m(x)\), where \(\Phi_m(x)\) is the \(m\)-th cyclotomic polynomial of degree \(\varphi(m)\). For \(m\) which is a power of 2, the \(m\)-th cyclotomic polynomial is simply \(\Phi_m(x) = x^m + 1\), where \(n = m/2\) is also a power of 2. We then consider the ring of integers, \(R \subset K\) of the number field, defined as \(R = \mathbb{Z}[x]/\Phi_m(x)\). \(R\) can now be viewed as a lattice via the so-called “canonical embedding” which transforms elements of \(K\) from a polynomial representation to a vector representation in an inner product space endowed with a vector norm. “Ideal lattices”, therefore, correspond to fractional ideals of \(K\), which can be viewed as lattices via the canonical embedding. We further define \(R_q := \mathbb{Z}_q[x]/\Phi_m(x)\), which denotes the set of polynomials obtained by taking an element of \(\mathbb{Z}[x]/\Phi_m(x)\) and reducing each coefficient modulo \(q\).

Given the above, the Ring-LWE problem is to distinguish \((a, b = a \cdot s + e) \in R_q \times R_q\) from uniformly random pairs, where \(s \in R_q\) is a random secret, the \(a \in R_q\) is uniformly random and the error term \(e \in R\) has small norm.

In the above formulation, the matrix \(A\) from the general lattice LWE setting is replaced with a polynomial \(a\) in the ideal lattice setting. Therefore, the public key now has dimension \(n\) instead of \(m \times n\) and can be represented as a vector in \(\mathbb{Z}_q^n\), requiring only \(O(n \log q)\) bits of storage.

In this paper, we consider ideal lattices with further structure. Specifically, we assume that \(m\) is a power of two, which means that \(\Phi_m(x)\) has degree \(n = m/2\). We further set \(q\) to be a prime such that \(q \equiv 1 \mod m\), in which case \(\Phi_m(x)\) completely splits into \(n\) factors in \(\mathbb{Z}_q[x]\). This allows for additional optimizations in the implementation, such as fast arithmetic over the ring \(R_q\).

**The R-Dual-Regev encryption scheme.** The key generation algorithm of the R-Dual-Regev encryption scheme proceeds as follows: The secret key corresponds to elements \(x_1, \ldots, x_l\) that are chosen from a discrete Gaussian distribution over \(R\). To generate the public key, \(a_1\) is set to \(-1 \in R_q\) and \(a_2, \ldots, a_l\) are chosen uniformly at random from \(R_q\). The public key is then set to \((a_2, a_3, \ldots, a_{l+1} = - \sum_{i \geq l} a_i x_i)\). The key property necessary for proving the security of the Dual-Regev encryption scheme is that for public keys sampled as described above, \(a_{l+1}\) should be distributed (close to) uniform random in \(R_q\), given \(a_2, \ldots, a_l\).

When \(R_q\) is a field, not only does the above property hold, but it can be shown that \(a_{l+1}\) is distributed (close to) uniform random in \(R_q\), as long as \(x_1, \ldots, x_l\) has sufficiently high min-entropy (via the leftover hash lemma). Thus, when \(R_q\) is a field, it can be immediately argued that the R-Dual-Regev encryption scheme is inherently leakage-resilient, to (non-adaptive) leakage\footnote{By non-adaptive leakage we mean that the chosen leakage function \(g\) does not depend on the public key.} on the secret key \(x_1, \ldots, x_l\), as long as \(x_1, \ldots, x_l\) has sufficiently high min-entropy conditioned on the leakage. In this work, however, recall that we consider the case where \(R\) is the ring of integers in the \(m\)-th cyclotomic number field \(K\) of degree \(n\), where \(m\) is a power-of-two, and the modulus \(q\) is a prime such that \(q \equiv 1 \mod m\). As discussed above, such setting of parameters is desirable since it allows for highly efficient implementation of various aspects of the cryptosystem (such as discrete Gaussian sampling, as well as representation and manipulation of elements of \(R\) and \(R_q\)). Unfortunately, when \(n\) and \(q\) are chosen as above, it implies that \(qR\) (the ideal of \(R\) generated by \((q))\) splits completely into \(n\) distinct prime ideals, \(p_1, \ldots, p_n\), each of norm \(q\), which in turn means that \(R_q\) is very far from being a field. In particular, this means that standard techniques for proving leakage resilience, which rely on the leftover hash lemma, cannot be used when the computations are performed over the ring \(R_q\).
Nevertheless, Lyubashevsky et al. \cite{32,33} proved a “regularity theorem” showing that (even when \( q \) is a prime such that \( q \equiv 1 \mod m \)) for matrix \( A = [I_k | \bar{A}] \in (R_q)^{k \times l} \), where \( I_k \in (R_q)^{k \times k} \) is the identity matrix and \( \bar{A} \in (R_q)^{k \times (l-k)} \) is uniformly random, and \( x \) chosen from a discrete Gaussian distribution (centered at 0) over \( R_q^l \), the distribution over \( Ax \) is (close to) uniform random. A similar result was proven by Micciancio \cite{35}, but requires super-constant dimension \( l \), thus yielding non-compact cryptosystems. In contrast, the regularity theorem of \cite{32} holds even for constant dimension \( l \) as small as 2, and thus yields compact cryptosystems. However, while sufficient for proving the security of the cryptosystem itself, unlike the more general leftover hash lemma, the statement of the regularity theorem of \cite{32} implies nothing about the security of the cryptosystem in the leakage setting. Therefore, the key to proving the security of the R-Dual-Regev encryption scheme under leakage on the secret key seems to be extending the regularity theorem to settings in which \( x \) is chosen from a distribution \( D \), which is not necessarily a Gaussian distribution centered at 0. In particular, the fundamental technical question we consider in this work is:

For which distributions \( D \) over \( x \in R_q^l \), where \( R, q \) are as above and \( l \) is constant, is the distribution over \( Ax \) (close to) uniform random, for \( A \) as above?

Indeed, from the point of view of the adversary, the secret key \( x \) is drawn from a distribution \( D \), where \( D \) corresponds to a Gaussian distribution **conditioned on the view of the adversary after leakage on the secret key \( x \)**. We would like to understand whether for natural distributions \( D \) arising from adversarial leakage, it is the case that when \( x \) is sampled according to \( D \), we have that \( Ax \) is (close to) uniform random.

In this work, we make progress on the fundamental question above and show that for three natural classes of leakage—which give rise to three different distributions \( D \)—when \( x \) is sampled according to \( D \), the distribution over \( Ax \) remains (close to) uniform random. This implies that the R-Dual-Regev encryption scheme is resilient to these three types of leakage (with possibly small modifications to the scheme such as increasing the standard deviation of the Gaussian distribution under which the secret key \( x \) is sampled during key generation). In the following, we give a brief description of the three types of leakage that we consider. We then discuss our high-level technical approach as well as the particular methods we use for each of the three leakage classes under consideration.

### 1.1 The Leakage Scenarios

In the following, we describe the three leakage scenarios considered in this work and their relation to side-channel attacks appearing in practice.

**Leakage Scenario I.** This scenario models an attacker who can measure the noisy version of each coordinate of secret key either through a power or timing channel. For example, the side-channel attack can be launched on the Gaussian Sampling algorithm, which is used to sample the secret key and which was shown to be vulnerable to timing attacks \cite{43}. Recall that the secret key of the R-Dual-Regev encryption scheme is \( x = (x_1, \ldots, x_l) \), where each \( x_i \in R_q \). Moreover, each \( x_i \) itself is represented as an \( n \)-dimensional vector. Thus, in total, the secret key can be viewed as an \( l \cdot n \)-dimensional vector. In this scenario we allow leakage on each coordinate of the secret key, but assume that this leakage is “noisy” in the sense that independent Gaussian noise (with sufficiently high standard deviation) is added to each leaked coordinate. More precisely, the Gaussian noise is assumed to have standard deviation at least \( s \), where \( s \) is the standard deviation of the Gaussian distribution from which the secret key, \( x \), is sampled.

**Leakage Scenario II.** This scenario models a setting where an attacker obtains low-noise measurements about some (constant fraction) of coordinates of the secret key and gets no information about the remaining coordinates. As above, we can consider a side-channel attack that is launched during the Gaussian sampling of the secret key, but the attacker is unable to extract information on all coordinates, due to the low resolution of the measurement. In this scenario, the noise added to each leaked coordinate has only \( 2n \) standard deviation.\(^4\) In comparison, in Leakage Scenario I the standard deviation of the noise is at least \( s \), where

---

\(^3\) We note that an alternative approach is to replace the regularity lemma by a Ring-LWE assumption as in \cite{28,29}. Leakage resilience under conditional distribution \( D \) would then follow by analyzing the underlying Ring-LWE problem with respect to secret key distribution \( D \).

\(^4\) Note that in this leakage scenario we assume that the secret key is stored as a vector in the canonical embedding (in the other leakage scenarios, the result holds when the secret key is stored in using the polynomial representation or is stored as a vector in the canonical embedding).
where \( s \) is the standard deviation of the Gaussian distribution from which the secret key, \( x \) is sampled. To give an idea of how big \( s \) is, when instantiating the R-Dual-Regev encryption scheme with \( q = \Theta(n^3) \) and \( l = 5 \), the standard deviation of \( s \) is at least \( n^{1.6} \).

**Leakage Scenario III.** In this scenario, the adversary learns the magnitude of the secret key with channel error, where both secret key and error are sampled from Gaussian distributions. The motivation for this type of leakage is that (discrete) Gaussian sampling of the secret key is often implemented via rejection sampling in practice [13,9]. Briefly, in rejection sampling we have a distribution \( D' \) that is sufficiently close to the target distribution \( D \) (i.e. \( D(x) \leq M \cdot D'(x) \), where \( D(x) \), resp. \( D'(x) \), denotes the probability of \( x \) under distribution \( D \), resp. \( D' \)). We sample \( x \) according to \( D' \), output \( x \) with probability \( p = \frac{D(x)}{M \cdot D'(x)} \) and reject with probability \( 1 - p \). In case of rejection the procedure is repeated. Concretely, in our setting, \( D' \) can correspond to a multi-dimensional binomial distribution (with parameters set such that the one-dimensional binomial distribution is \((1 - \delta)\)-close to the one-dimensional Gaussian distribution), for which sampling is straightforward. Note that the probability \( p \) of accept will depend on the probability of \( x \) under the Gaussian distribution, \( D(x) \), which in turn depends only on the magnitude of \( x \). Indeed, a recent attack on the BLISS signature scheme [19] exploited the fact that—due to optimizations—the computation of the probability of a secret value under the target distribution during the rejection sampling procedure allowed for the magnitude (norm) of this secret value to be recovered via a power analysis attack, which then led to a full break of the scheme. In the encryption setting, our result for Leakage Scenario III suggests that it may be better (from a security perspective) to sample the entire \( x \) from a multi-dimensional distribution \( D' \) and then apply rejection sampling to the entire vector at once, as opposed to performing the rejection sampling coordinate-by-coordinate, since in this case there is only one opportunity for leakage.\(^5\).

### 1.2 Our Results

We show that in each of Leakage Scenarios I, II and III, the R-Dual-Regev encryption scheme can be proven secure, as long as the parameter \( s \) corresponding to the standard deviation of the Gaussian from which the secret key is sampled—is slightly increased. Specifically, in the original analysis of the R-Dual-Regev encryption scheme by Lyubashevsky et al. [32], it was shown that it is sufficient to set \( s \geq 2n \cdot q^{1/l+2/(nl)} \), where \( n \) is the dimension of \( \mathbb{R}_q \), \( q \) is the modulus and \( l \) is a constant representing the number of ring elements in the secret key, public key and ciphertext and \( k \) is set to 1. We next describe the setting of \( s \) in each of the leakage scenarios:

- **For Leakage Scenario I**, we show that it is sufficient to set \( s \geq \sqrt{2} \cdot 2n \cdot q^{1/l+2/(nl)} \), an increase of a multiplicative factor of \( \sqrt{2} \) (see Theorem 5.2, Corollary 5.3 and the discussion following the corollary).

- **For Leakage Scenario II**, we show that it is sufficient to set \( s \geq 2n \cdot q^{1/(n+1)} \), where \( l \) is the number of leaked coordinates of the secret key. (see Theorem 5.4, Corollary 5.7 and the discussion following the corollary). Surprisingly, even if leaked coordinates of secret key \( x \) have standard deviation \( 2n \), which is much smaller than smoothing parameter of the lattice, distribution of \( a_i = \sum_{x \in [l]} a_i x_i \) can still be (close to) uniform random.

- **For Leakage Scenario III**, we show that it is sufficient to set \( s \geq \sqrt{14/5} \cdot (n'/n) \cdot \ln(n') \cdot 2n \cdot q^{1/l+2/(nl)} \), where \( n' = n \cdot l + 1 \), an increase of a multiplicative factor of \( \sqrt{14/5} \cdot (n'/n) \cdot \ln(n') \). (see Theorem 5.9, Corollary 5.10 and the discussion following the corollary).

Note that keeping \( n, q, l \) fixed while increasing \( s \) will make it necessary to decrease \( \xi \), the standard deviation of the noise for the Ring-LWE samples, and this, in turn, will make it necessary to increase \( \gamma \), the approximation factor of the SVP problem, in the underlying lattice. Alternatively, one can fix \( n, q, \gamma \) (which together determine the security level of the cryptosystem) and then slightly increase the parameter \( l \) (the number of ring elements in the secret key, public key and ciphertext) accordingly.

We illustrate our parameter settings in the following two tables. Our goal in these charts is not to suggest concrete parameters for practical implementations, but rather to illustrate the required increase in parameters for Leakage Scenarios I, II and III, given a fixed setting of parameters for the original scheme.

\(^5\) Note that this only works if \((1 - \delta)^n\) is non-negligible, where \(1 - \delta\) is the closeness of the one-dimensional binomial and Gaussian distributions. Since, \((1 - \delta)^{1/\delta}\) approaches \(e^{-1}\) as \(1/\delta\) goes to infinity, this can be achieved by setting \(\delta \leq 1/n\).
In Figure 1, we fix concrete settings for \( n, q, l \) for the original R-Dual-Regev encryption scheme and each leakage scenario and then calculate the corresponding settings of \( s, \xi \) and \( \gamma \).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>( s )</th>
<th>( \xi )</th>
<th>( \gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>1.89e+04</td>
<td>354.74</td>
<td>2.08e+09</td>
</tr>
<tr>
<td>I</td>
<td>2.67e+04</td>
<td>250.84</td>
<td>2.94e+09</td>
</tr>
<tr>
<td>II</td>
<td>2.12e+04</td>
<td>315.58</td>
<td>2.34e+09</td>
</tr>
<tr>
<td>III</td>
<td>3.04e+05</td>
<td>22.06</td>
<td>3.35e+10</td>
</tr>
</tbody>
</table>

Fig. 1: The table shows the amount of standard deviation of the Gaussian which the secret key \( s \) and error \( \xi \) is sampled from. For each scenario the obtained approximation factor \( \gamma \) is provided. The table is for the case where \( n = 1024, q = 4290937559, l = 10 \) and \( l = n/20 \).

In Figure 2, we fix concrete settings for \( n, q, l, \) and \( \gamma \), thus fixing the desired level of hardness of the cryptosystem. We must then increase \( l \) in order to achieve the desired hardness. We record the resulting settings of \( l, s \) and \( \xi \) for the original R-Dual-Regev encryption scheme and each leakage scenario.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>( l )</th>
<th>( s )</th>
<th>( \xi )</th>
<th>( \gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>4</td>
<td>5.3e+05</td>
<td>20.01</td>
<td>3.1e+10</td>
</tr>
<tr>
<td>I</td>
<td>5</td>
<td>2.47e+05</td>
<td>38.44</td>
<td>1.68e+10</td>
</tr>
<tr>
<td>II</td>
<td>5</td>
<td>2.20e+05</td>
<td>43.02</td>
<td>1.50e+10</td>
</tr>
<tr>
<td>III</td>
<td>11</td>
<td>2.62e+05</td>
<td>24.42</td>
<td>3.08e+10</td>
</tr>
</tbody>
</table>

Fig. 2: The table shows how much \( l \) should be increased to achieve at least the same level of security as the original (no leakage allowed). For each scheme then, the new value for standard deviation of the Gaussian which the secret key \( s \) and error \( \xi \) is sampled from is given. For each scenario the obtained approximation factor \( \gamma \) is provided. The table is for the case where \( n = 1024, q = 4290937559 \) and \( l = n/20 \).

### 1.3 Our High-Level Approach

For a matrix \( A = [I_k|\tilde{A}] \in (R_q)^{k \times l} \), where \( I_k \in (R_q)^{k \times k} \) is the identity matrix and \( \tilde{A} \in (R_q)^{k \times (l-k)} \) is uniformly random, we define \( \Lambda^+(A) = \{z \in R^l : A\bar{z} = 0 \mod qR\} \). By the definition of \( A \) and \( \Lambda^+(A) \), if, when \( \bar{x} \) is sampled from some continuous distribution \( D \), we have that \( [\bar{x} \mod \Lambda^+(A)] \) is uniform random (over cosets of \( \Lambda^+(A) \)), then when \( \bar{x} \) is sampled from \( D \), the distribution of \( A\bar{z} \) is also uniform random over cosets of \( (qR)^k \). Both the input distribution \( D \) and the output distribution can then be discretized over the ring \( R \) to achieve the desired results. Therefore, the goal is to show that when \( \bar{x} \) is sampled from continuous distribution \( D \), we have that \( [\bar{x} \mod \Lambda^+(A)] \) is uniform random. Consider the case where the distribution \( D \) is exactly a Gaussian distribution with mean 0 and standard deviation \( s \). In this case, if \( s \) is greater than or equal to the smoothing parameter of \( \Lambda^+(A) \), this by definition ensures that the distribution \( [\bar{x} \mod \Lambda^+(A)] \) is uniform random. Thus, [32] prove their Regularity Theorem by showing that with high probability over choice of \( A \), the smoothing parameter, \( \eta_z(\Lambda^+(A)) \), is upperbounded by \( s \).

In order to understand our approach to extending the above result, it is instructive to give a high-level recap of how to derive upper bounds on the smoothing parameter, i.e. how to directly prove the uniformity of \( [\bar{x} \mod \Lambda] \) (for \( n \)-dimensional lattice \( \Lambda \)) when \( \bar{x} \) is sampled from a (discrete) Gaussian distribution with mean 0 and sufficiently high standard deviation.

Let \( \rho_s := e^{-\pi \frac{\langle x,s \rangle^2}{2s^2}} \) and let \( \psi_s \) (the normalization of \( \rho_s \)) correspond to the probability density function (pdf) of the normalized \( n \)-dimensional Gaussian distribution with mean 0 and standard deviation \( s \). To show that the distribution over \( [\bar{x} \mod \Lambda] \) is (close to) uniform when \( \bar{x} \) is sampled from a distribution with pdf \( \psi_s \), one needs to show that for every coset \( (\Lambda + c) \) of the lattice, \( \psi_s(\Lambda + c) \approx \frac{1}{\det(\Lambda)} \). Let us focus on showing this for the zero coset, where \( c = 0 \) (extending the argument is straightforward due to properties of the
This work also introduced the so-called "Dual-Regev" public key encryption scheme.

to new constructions of cryptographic primitives such as digital signatures and identity-based encryption.

The work of Gentry et al. [20] presented "trapdoor" cryptographic tools from lattices, which then led to new constructions of cryptographic primitives such as digital signatures and identity-based encryption. This work also introduced the so-called “Dual-Regev” public key encryption scheme.

Fourier transform). In other words, we would like to show that

$$\sum_{v \in \Lambda} \psi_s(v) \approx \frac{1}{\det(\Lambda)}.$$  \hfill (1)

In the following, for a function $f$ we concisely represent $\sum_{v \in \Lambda} f(v)$ by $f(\Lambda)$.

In order to show (1), we use the Poisson summation formula, which says that for any lattice $\Lambda$ and integrable function $\rho_s$, the following equation holds:

$$\psi_s(\Lambda) = \frac{1}{\det(\Lambda)} \cdot \hat{\psi}_s(\Lambda^\vee),$$

where for a function $f$, $\hat{f}$ denotes the $n$-dimensional Fourier transform of $f$ and $\Lambda^\vee$ is the dual lattice of $\Lambda$ (see Section 2.2). Therefore, the task remains is to show that $\hat{\psi}_s(\Lambda^\vee)$ is close to 1 (i.e. is upperbounded by $1 + \epsilon$).

The general proof approach outlined above can be applied to (integrable) normalized pdf $\Psi$ that are not Gaussians centered at 0. Namely, to show that the distribution over $[x \mod \Lambda]$ is (close to) uniform when $x$ is sampled from a distribution with pdf $\Psi$, one can follow the above template, which implies that it is sufficient to show that $\hat{\Psi}(\Lambda^\vee)$ is upperbounded by $1 + \epsilon$.

In this work, we consider pdf’s other than spherical Gaussian distributions centered at 0. In more detail, the pdf, $\Psi$, we consider corresponds to the probability density function of the secret key, from the point of view of the adversary, given that the leakage that is obtained. The technical contribution of this work is then to show that, in each leakage scenario, (with overwhelming probability over choice of $\hat{A}$) $\hat{\Psi}(\Lambda(A)^\vee)$ is close to 1. Specifically, for each scenario, our approach requires: (1) Determining the pdf $\Psi$, (2) Computing (an upper bound for) the multi-dimensional Fourier transform of $\Psi$ (denoted $\hat{\Psi}$), (3) Proving that $\hat{\Psi}(\Lambda(A)^\vee)$ is upperbounded by $1 + \epsilon$ (or, equivalently that $\hat{\Psi}(\Lambda(A)^\vee \setminus \{0\})$ is upperbounded by $\epsilon$).

Leakage Scenario I, is fairly simple to handle (given sufficient noise) since if $X$ and $Y$ are multi-dimensional, independent Gaussian random variables, then the distribution of $X$ conditioned on $X + Y$ is also a multidimensional Gaussian that is not centered at 0. Fortunately, the regularity theorem of [32] straightforwardly extends to Gaussians that are not centered at 0. We mainly view Leakage Scenario I as a warmup to the more difficult Leakage Scenarios II and III.

The analysis for Leakage Scenario II follows from the observation that the distribution of $X$ conditioned on $X + Y$ is now a non-spherical Gaussian, where leaked coordinates correspond to independent Gaussians with very small standard deviation and leaked coordinates correspond to independent Gaussians with high standard deviation. The key to analyzing this scenario is noting that the matrix $A$ is chosen at random, independently of which coordinates are leaked. This allows us to analyze the expectation of $\hat{\Psi}(\Lambda(A)^\vee)$ (correspondingly, the expectation of $\hat{\Psi}(\Lambda(A)^\vee \setminus \{0\})$), over choice of $A$ and show that if not too many coordinates are leaked then the expectation of $\hat{\Psi}(\Lambda(A)^\vee \setminus \{0\})$ remains low. In order for this analysis to go through, the proof of the Regularity Theorem of [32] must be carefully adapted to our setting.

Our key observation for the analysis of Leakage Scenario III is that the probability of a particular secret key vector $x$ under the conditional distribution corresponding to the view of the adversary who sees a “noisy” version of the magnitude of $x$, depends only on the magnitude of $x$. This allows us to show that the pdf corresponding to the distribution over $x$, conditioned on the leakage has the form of a one-dimensional Gaussian (not centered at 0), when viewing the pdf as a radial function over a single variable $r = \|x\|$. Using properties of the radial Fourier transform, we are then able to analyze this setting.

1.4 Related Work

Lattice-based cryptography. Regev introduced the Learning with Errors or LWE, problem in his seminal work [42], and showed a quantum reduction from hardness of solving LWE problem to that of solving GapSVP and SIVP and Peikert [39] showed a classical reduction to GapSVP (but not SIVP). While Regev’s reduction worked for polynomial modulo $q$, Peikert’s reduction required exponentially large modulus $q$, and the subsequent work of Brakerski et al. [9] extended the classical reduction to the case of polynomial modulus $q = \text{poly}(n)$. Regev [42] also presented a public-key encryption scheme based on the hardness of LWE problem. The work of Gentry et al. [20] presented “trapdoor” cryptographic tools from lattices, which then led to new constructions of cryptographic primitives such as digital signatures and identity-based encryption. This work also introduced the so-called “Dual-Regev” public key encryption scheme.
Ideal-lattice-based cryptography. Micciancio’s [35] modified Ajtai’s one-way function [1] to the setting of polynomial rings and reduced its security to the hard problem known as the ring-SIS problem. Early works used the integer coefficients of the polynomial to represent an element of the ring $R$, and the norm of this vector was used as norm on $R$. Lyubashevsky et al. [31] used the notion of the canonical embedding from algebraic number theory to represent ring elements which facilitates much simpler analysis and tighter bounds on the norm of ring elements. In the same work [31], introduced the ring-LWE problem and proved its hardness by proving a quantum reduction to SVP on arbitrary ideal lattices arising from the ring $R$. In an independent work, Stehlé et al. [44] also considered a special case of ring-LWE and proved the hardness for only search problem for the specific ring. Analogously to the LWE-problem, the ring-LWE problem can then be used to construct public key encryption [31,32,33]. In particular, Lyubashevsky et al. [32,33] presented the analogue of the “Dual-Regev” public key encryption scheme for the ring-LWE setting.

Leakage-resilient cryptography. There is a significant body of work on leakage-resilient cryptographic primitives, beginning with the work of Dziembowski and Pietrzak [18] on leakage-resilient stream-ciphers. Other constructions include: leakage resilient block-ciphers [40]; public key encryption (cf. [2,37,8,27,24]); and digital signatures (cf. [24,7,34,15,27]). With the exception of [2], most of these results construct new cryptosystems from the bottom up, using different techniques from those of standard cryptosystems used in practice. In our work, we consider whether we can prove that an existing cryptosystem enjoys leakage resilience, without modification of the scheme.

Lattice-based & leakage-resilient cryptography. There is an important line of work considering the leakage resilience of general-lattice-based cryptosystems, beginning with the work of Goldwasser et al. [21] who showed that LWE with “weak” secrets (where attacker learns some bounded leakage on secret key in form of some hard to invert function) is as hard as LWE with “perfect” secrets but with smaller dimension and error rate. Akavia et al. [2] analyzed the robustness of Regev’s scheme and showed that the encryption scheme of [41] is secure even when any arbitrary function of the secret key of bounded output length is given to the adversary. Dodis et al. [16] presented secret key encryption schemes secure against an adversary learning any computationally uninvertible function of the secret key, relying on an assumption related to the LWE assumption. Subsequently, Dodis et al. [14] presented a construction of public-key encryption scheme based on LWE which is secure against an adversary learning any computationally uninvertible function of the secret key; however their techniques require superpolynomial modulus. Other works [6,38,3,9,30] showed that the LWE problem is hard with small losses in dimension and error rate even if one or more linear relations on the secret and the error are revealed. These can then be combined with the work of [14] to obtain leakage resilient, public-key encryptions schemes based on LWE with polynomial modulus.

In cases where $R_q$ is (close to) a field, prior results on leakage resilience in the general lattice setting should carry over the the polynomial ring setting in a straightforward manner. In our work, however, we consider the commonly used setting in practice, where $R$ is the ring of integers in the $m$th cyclotomic number field $K$ of degree $n$, where $m$ is a power-of-two, and the modulus $q$ is a prime such that $q = 1 \mod m$. In this setting $R_q$ is very far from being a field and so prior techniques do not carry over. To the best of our knowledge, our work is the first to consider the leakage resilience of a cryptosystem in this setting.

2 Notation and Preliminaries

2.1 Notation

For a positive integer $n$, we denote by $[n]$ the set $\{1, \ldots, n\}$. We denote vectors in boldface $x$ and matrices using capital letters $A$. For vector $x$ over $\mathbb{R}^n$ or $\mathbb{C}^n$, define the $\ell_2$ norm as $\|x\|_2 = (\sum_i |x_i|^2)^{1/2}$. We write as $\|x\|$ for simplicity.

2.2 Lattices and background

Let $T = \mathbb{R}/\mathbb{Z}$ denote the cycle, i.e. the additive group of reals modulo 1. We also denote by $T_q$ its cyclic subgroup of order $q$, i.e., the subgroup given by $\{0, 1/q, \ldots, (q-1)/q\}$.

Let $H$ be a subspace, defined as $H \subseteq \mathbb{C}^{\mathbb{Z}_m}$, (for some integer $m \geq 2$),

$$
H = \{ x \in \mathbb{C}^{\mathbb{Z}_m} : x_i = \overline{x_{m-i}}, \forall i \in \mathbb{Z}_m^* \}.
$$
A lattice is a discrete additive subgroup of \( H \). We exclusively consider the full-rank lattices, which are generated as the set of all linear integer combinations of some set of \( n \) linearly independent basis vectors \( B = \{b_j\} \subseteq H \):

\[
\Lambda = L(B) = \left\{ \sum z_j b_j : z_j \in \mathbb{Z} \right\}.
\]

The determinant of a lattice \( L(B) \) is defined as \( |\det(B)| \), which is independent of the choice of basis \( B \). The minimum distance \( \lambda_1(\Lambda) \) of a lattice \( \Lambda \) (in the Euclidean norm) is the length of a shortest nonzero lattice vector.

The dual lattice of \( \Lambda \subseteq H \) is defined as following, where \( \langle \cdot, \cdot \rangle \) denotes the inner product.

\[
\Lambda^\vee = \{ y \in H : \forall x \in \Lambda, \langle x, y \rangle = \sum x_i y_i \in \mathbb{Z} \}.
\]

Note that, \( (\Lambda^\vee)^\vee = \Lambda \), and \( \det(\Lambda^\vee) = 1/\det(\Lambda) \).

**Discretization** Discretization is an important procedure used in applications based on lattices, such as converting continuous Gaussian distribution (defined in section 3) into a discrete Gaussian distribution (definition 3.8). Given a lattice \( \Lambda = L(B) \) represented by some “good” basis \( B = \{b_i\} \), a point \( x \in H \), and a point \( c \in H \) representing a lattice coset \( \Lambda + c \), the discretization process outputs a point \( y \in \Lambda + c \) such that the length of \( y - x \) is not too large. This is denoted as \( y \leftarrow \left[ x \right]_{\Lambda + c} \). A discretization procedure is called valid if it is efficient; and depends only on the lattice coset \( \Lambda + (c - x) \), not on particular representative used to specify it. Note that for a valid discretization, \( \left[ z + x \right]_{\Lambda + c} \) and \( \left[ x \right]_{\Lambda + c} \) are identically distributed for any \( z \in \Lambda \). For more details and actual description of algorithms used for discretization we refer the interested reader to [33].

### 2.3 Algebraic Number Theory

For a positive integer \( m \), the \( m \)th cyclotomic number field is a field extension \( K = \mathbb{Q}(\zeta_m) \) obtained by adjoining an element \( \zeta_m \) of order \( m \) (i.e. a primitive \( m \)th root of unity) to the rationals. The minimal polynomial of \( \zeta_m \) is the \( m \)th cyclotomic polynomial

\[
\Phi_m(X) = \prod_{i \in \mathbb{Z}_m^*} (X - \omega_m^i) \in \mathbb{Z}[X],
\]

where \( \omega_m \in \mathbb{C} \) is any primitive \( m \)th root of unity in \( \mathbb{C} \).

For every \( i \in \mathbb{Z}_m^* \), there is an embedding \( \sigma_i : K \rightarrow \mathbb{C} \), defined as \( \sigma_i(\zeta_m) = \omega_m^i \). Let \( n = \varphi(m) \), the totient of \( m \). The trace \( \text{Tr} : K \rightarrow \mathbb{Q} \) and norm \( \text{N} : K \rightarrow \mathbb{Q} \) can be defined as the sum and product, respectively, of the embeddings:

\[
\text{Tr}(x) = \sum_{i \in [n]} \sigma_i(x) \quad \text{and} \quad \text{N}(x) = \prod_{i \in [n]} \sigma_i(x).
\]

For any \( x \in K \), the \( L \) norm of \( x \) is defined as \( \|x\|_p = \|\sigma(x)\|_p = (\sum_{i \in [n]} |\sigma_i(x)|^p)^{1/p} \). We omit \( p \) when \( p = 2 \). Note that the appropriate notion of norm \( ||\cdot|| \) is used throughout this paper depending on whether the argument is a vector over \( \mathbb{C}^n \), or whether the argument is an element from \( K \); whenever the context is clear.

### 2.4 Ring of Integers and Its Ideals

Let \( R \subseteq K \) denote the set of all algebraic integers in a number field \( K \). This set forms a ring (under the usual addition and multiplication operations in \( K \)), called the ring of integers of \( K \). Ring of integers in \( K \) is written as \( R = \mathbb{Z}[\zeta_m] \).

The (absolute) discriminant \( \Delta_K \) of \( K \) measures the geometric sparsity of its ring of integers. The discriminant of the \( m \)th cyclotomic number field \( K \) is

\[
\Delta_K = \left( \prod_{\text{prime } p | m} \frac{m}{p^{i(p-1)}} \right)^n \leq n^n,
\]
in which the product in denominator runs over all the primes dividing \( m \).

An \((\text{integral})\) ideal \( \mathcal{I} \subseteq R \) is a non-trivial (i.e. \( \mathcal{I} \neq \varnothing \) and \( \mathcal{I} \neq \{0\} \)) additive subgroup that is closed under multiplication by \( R \), i.e., \( r \cdot a \in \mathcal{I} \) for any \( r \in R \) and \( a \in \mathcal{I} \). The norm of an ideal \( \mathcal{I} \subseteq R \) is the number of cosets of \( \mathcal{I} \) as an additive subgroup in \( R \), defined as index of \( \mathcal{I} \), i.e., \( N(\mathcal{I}) = |R/\mathcal{I}| \). Note that \( N(\mathcal{I}, \mathcal{J}) = N(\mathcal{I}) N(\mathcal{J}) \).

A fractional ideal \( \mathcal{I} \) in \( K \) is defined as a subset such that \( \mathcal{I} \subseteq R \) is an integral ideal for some nonzero \( d \in \mathbb{R} \). Its norm is defined as \( N(\mathcal{I}) = N(d\mathcal{I})/N(d) \). An ideal lattice is a lattice \( \sigma(\mathcal{I}) \) embedded from a fractional ideal \( \mathcal{I} \) by \( \sigma \) in \( H \). The determinant of an ideal lattice \( \sigma(\mathcal{I}) \) is \( \det(\sigma(\mathcal{I})) = N(\mathcal{I}) \cdot \sqrt{\Delta_K} \). For simplicity, however, most often when discussing about ideal lattice, we omit mention of \( \sigma \) since no confusion is likely to arise.

**Lemma 2.1** ([33]). For any fractional ideal \( \mathcal{I} \) in a number field \( K \) of degree \( n \),

\[
\sqrt{n} \cdot N^{1/n}(\mathcal{I}) \leq \lambda_1(\mathcal{I}) \leq \sqrt{n} \cdot N^{1/n}(\mathcal{I}) \cdot \sqrt{\Delta_K^{1/n}}.
\]

For any fractional ideal \( \mathcal{I} \) in \( K \), its dual ideal is defined as

\[
\mathcal{I}^\vee = \{ a \in K : \text{Tr}(a\mathcal{I}) \subseteq \mathbb{Z} \}.
\]

**Definition 2.2.** For \( R = \mathbb{Z}[\zeta_m] \), define \( q = \prod_p (1 - \zeta_p) \in R \), where \( p \) runs over all odd primes dividing \( m \). Also, define \( t = \frac{m}{q} \in R \), where \( \hat{m} = \frac{m}{q} \) if \( m \) is even, otherwise \( \hat{m} = m \).

The dual ideal \( R^\vee \) of \( R \) is defined as \( R^\vee = (t^{-1}) \), satisfying \( R \subseteq R^\vee \subseteq \hat{m}^{-1}R \). For any fractional ideal \( \mathcal{I} \), its dual is \( \mathcal{I}^\vee = \mathcal{I}^{-1} \cdot R^\vee \). The quotient \( R^\vee_q \) is defined as \( R^\vee_q = R^\vee/q R^\vee \).

**Fact 2.3.** ([33]) Assume that \( q \) is a prime satisfying \( q = 1 \mod m \), so that \( (q) \) splits completely into \( n \) distinct ideals of norm \( q \). The prime ideal factors of \( (q) \) are \( q_i = (q) + (\zeta_m - \omega^i_m) \), for \( i \in \mathbb{Z}_m^\ast \). By Chinese Reminder Theorem, the natural ring homomorphism \( R/(q) \to \prod_{i \in \mathbb{Z}_m} (R/(q_i) \cong (\mathbb{Z}_q^\ast) \) is an isomorphism.

### 2.5 Ring-LWE

In this section, we present the formal definition of the ring-LWE problem as given in [33].

**Definition 2.4 (Ring-LWE Distribution).** For a “secret” \( s \in R_q^\vee \) (or just \( R^\vee \)) and a distribution \( \psi \) over \( K_\mathbb{Z} \), a sample from the ring-LWE distribution \( \mathcal{A}_{s, \psi} \) over \( R_q \times (K_\mathbb{Z}/q R^\vee) \) is generated by choosing \( a \leftarrow R_q \) uniformly at random, choosing \( e \leftarrow \psi \), and outputting \( (a, b = a \cdot s + e \mod q R^\vee) \).

**Definition 2.5 (Ring-LWE, Average-Case Decision).** The average-case decision version of the ring-LWE problem, denoted \( \text{R-DLWE}_{q, \psi} \), is to distinguish with non-negligible advantage between independent samples from \( \mathcal{A}_{s, \psi} \), where \( s \leftarrow R_q^\vee \) is uniformly random, and the same number of uniformly random and independent samples from \( R_q \times (K_\mathbb{Z}/q R^\vee) \).

In [4], it is shown that an equivalent “tweaked” form of the Ring-LWE problem can be used in cryptographic applications without loss in security or efficiency. This is convenient since the “tweaked” version does not involve \( R^\vee \). The “tweaked” ring-LWE problem can be obtained by implicitly multiplying the noisy products \( b_i \) by the “tweak” factor \( t = \hat{m}/\hat{g} \in R \) as defined in definition 2.2. Note that, \( t \cdot R^\vee = R \). This yields new values

\[
b_i' = t \cdot b_i = (t \cdot s) \cdot a_i + (t \cdot e_i) = s' \cdot a_i + e_i' \mod q R,
\]

where \( a_i, s' = t \cdot s \in R_q \), and the errors \( e_i' = t \cdot e_i \) come from the “tweaked” error distribution \( t \cdot \psi \). Note that when \( \psi \) corresponds to spherical Gaussian, its tweaked form \( t \cdot \psi \) may be highly non-spherical.

**Theorem 2.6.** ([33, Theorem 2.22]) Let \( K \) be the \( m \)th cyclotomic number field having dimension \( n = \varphi(m) \) and \( R = \mathcal{O}_K \) be its ring of integers. Let \( \alpha = \alpha(n) > 0 \), and \( q = q(n) \geq 2 \), \( q = 1 \mod m \) be a poly(n)-bounded prime such that \( q \alpha \geq \omega(\sqrt{\log n}) \). Then there is a polynomial-time quantum reduction from \( \overline{O}(\sqrt{n}/\alpha)\)-approximate \( \text{SIVP} \) (or \( \text{SVP} \)) on ideal lattices in \( K \) to the problem of solving \( \text{R-DLWE}_{q, \psi} \) given only \( l \) samples, where \( \psi \) is the Gaussian distribution \( D_\xi \) for \( \xi = \alpha \cdot q \cdot (nl/\log (nl))^{1/4} \).
Lemma 2.7. [33, Lemma 2.23] Let $p$ and $q$ be positive coprime integers, and $\lfloor \cdot \rfloor$ be a valid discretization to (cosets of) $pR^\ell$. There exists an efficient transformation that on input $w \in R^\ell_q$ and a pair in $\langle a', b' \rangle \in R_q \times (K_R/qR^\ell)$, outputs a pair $(a = pa' \mod qR, b) \in R_q \times R^\ell_q$ with the following guarantees: if the input pair is uniformly distributed then so is the output pair; and if the input pair is distributed according to the ring-LWE distribution $A_{s, \psi}$ for some (unknown) $s \in R^\ell$ and distribution $\psi$ over $K_R$, then the output pair is distributed according to $A_{s, \chi}$, where $\chi = [p \cdot \psi]_{w + pR^\ell}$.

Lemma 2.8. [33, Lemma 2.24] Let $p$ and $q$ be positive coprime integers, $\lfloor \cdot \rfloor$ be a valid discretization to (cosets of) $pR^\ell$, and $w$ be an arbitrary element in $R_q^\ell$. If $R$-DLWE$_{q, \psi}$ is hard given $l$ samples, then so is the variant of $R$-DLWE$_{q, \psi}$ in which the secret is sampled from $\chi := [p \cdot \psi]_{w + pR^\ell}$, given $l - 1$ samples.

2.6 Security Definitions for Leakage Resilient Public Key Encryption

A public key encryption scheme $E$ consists of three algorithms: $(\text{Gen, Enc, Dec})$.

- $\text{Gen}(1^n) \rightarrow (\text{pk, sk})$. The key generation algorithm takes in the security parameter and outputs a public key $\text{pk}$ and a secret key $\text{sk}$.
- $\text{Enc}(\text{pk}, m) \rightarrow c$. The encryption algorithm takes in a public key $\text{pk}$ and a message $m$. It outputs a ciphertext $c$.
- $\text{Dec}(\text{sk}, c) \rightarrow m$. The decryption algorithm takes in a ciphertext $c$ and a secret key $\text{sk}$. It outputs a message $m$.

Correctness. The PKE scheme satisfies correctness if $\text{Dec}(\text{sk}, c) = m$ with all but negligible probability whenever $\text{pk, sk}$ is produced by $\text{Gen}$ and $c$ is produced by $\text{Enc}(\text{pk}, m)$.

Security. We define IND-CPA security under non-adaptive, one-time leakage for PKE schemes in terms of the following game between a challenge and an attacker (this extends the usual notion of IND-CPA security to our leakage setting). We let $n$ denote the security parameter, and the class $\mathcal{F}$ denotes the class of allowed leakage functions.

Setup Phase. The game begins with a setup phase. The challenger calls $\text{Gen}(1^n)$ to create the initial secret key $\text{sk}$ and public key $\text{pk}$.

Query Phase. The attacker specifies an efficiently computable leakage function $f \in \mathcal{F}$ (note that $f$ may be probabilistic).

Challenge Phase. The attacker receives $(\text{pk}, f(\text{sk}))$ from the challenger. The attacker chooses two messages $m_0, m_1$ which it gives to the challenger. The challenger chooses a random bit $b \in \{0, 1\}$, encrypts $m_b$, and gives the resulting ciphertext to the attacker. The attacker then outputs a guess $b'$ for $b$. The attacker wins the game if $b = b'$. We define the advantage of the attacker in this game as $\frac{1}{2} - \Pr[b' = b]$.

Definition 2.9 (IND-CPA security under Non-Adaptive, One-Time Leakage). We say a Public Key Encryption scheme $E = (\text{Gen, Enc, Dec})$ is IND-CPA secure under non-adaptive, one-time key leakage from leakage class $\mathcal{F}$ if any probabilistic polynomial time attacker only has a negligible advantage (negligible in $n$) in the above game.

3 Regularity and Fourier Transforms

One and Multi-Dimensional Gaussians. For $s > 0$, $c \in \mathbb{R}$, $x \in \mathbb{R}$, define the Gaussian function $\rho^1_{s, c} : \mathbb{R} \rightarrow (0, 1]$ as

$$\rho^1_{s, c}(x) := e^{-\frac{(x-c)^2}{2s^2}}.$$  

When $c = 0$, we write for simplicity,

$$\rho^1_s(x) := e^{-\frac{x^2}{2s^2}}.$$  

By normalizing this function we obtain the continuous Gaussian probability distribution $\psi^1_{s, c}$ (resp. $\psi^1_s$) of parameter $s$, whose density is given by $s^{-1} \cdot \rho^1_{s, c}(x)$ (resp. $s^{-1} \cdot \rho^1_s(x)$).

Let $\rho^1_{s, c}$ denote a one-dimensional Gaussian function as above with standard deviation $s$ and mean $c$. We denote by $\rho(s_1, \ldots, s_n, c_1, \ldots, c_n)$ the distribution over $\mathbb{R}^n$ with the following pdf:

$$\rho(s_1, \ldots, s_n, c_1, \ldots, c_n)(x_1, \ldots, x_n) := \rho^1_{s_1, c_1}(x_1) \cdots \rho^1_{s_n, c_n}(x_n).$$
When \( c = 0 \), we again write for simplicity, \( \rho_{(s_1, \ldots, s_n)} \). Moreover, when \( s_1 = \cdots = s_n \) and the dimension is clear from context we write for simplicity \( \rho_{s,(c_1, \ldots, c_n)} \) (resp. \( \rho_s \)). Normalizing as above, we obtain the corresponding continuous Gaussian probability distribution \( \psi_{(s_1, \ldots, s_n), (c_1, \ldots, c_n)} \) (resp. \( \psi_{(s_1, \ldots, s_n)} \), \( \psi_{s,(c_1, \ldots, c_n)} \), \( \psi_s \)).

**Definition 3.1** (Fourier Transform). Given an integrable function \( f : \mathbb{R}^n \to \mathbb{C} \), we denote by \( \hat{f} : \mathbb{R}^n \to \mathbb{C} \) the Fourier transform of \( f \), defined as

\[
\hat{f}(y) := \int_{\mathbb{R}^n} f(x)e^{-2\pi i (x,y)} \, dx.
\]

**Theorem 3.2** (Poisson Summation Formula). Let \( f : \mathbb{R}^n \to \mathbb{C} \) be an integrable function and \( \Lambda \) a lattice of dimension \( n \). Then

\[
f(\Lambda) = \frac{1}{\det(\Lambda)} \hat{f}(\Lambda^\vee),
\]

where \( \Lambda^\vee \) is the dual lattice of \( \Lambda \).

**Definition 3.3.** For an \( n \)-dimensional lattice \( \Lambda \), and positive real \( \varepsilon > 0 \), we define its smoothing parameter \( \eta_{\varepsilon}(\Lambda) \) to be the smallest \( s \) such that \( \rho_{1/s}(\Lambda^\vee \setminus \{0\}) \leq \varepsilon \).

**Lemma 3.4.** [36, Lemma 3.6] For any \( n \)-dimensional lattice \( \Lambda \), we have \( \frac{\sqrt{\ln(1/\varepsilon)}}{\sqrt{s \eta_{\varepsilon}(\Lambda)}} \leq \eta_{\varepsilon}(\Lambda) \leq \frac{\sqrt{\varepsilon}}{\sqrt{s \eta_{\varepsilon}(\Lambda)}} \), for \( \varepsilon \in [2^{-n}, 1] \).

**Claim ([39]).** For any \( n \)-dimensional lattice \( \Lambda \) and \( \varepsilon, s > 0 \),

\[
\rho_{1/s}(\Lambda) \leq \max \left( 1, \left( \frac{\eta_{\varepsilon}(\Lambda^\vee)}{s} \right)^n \right) (1 + \varepsilon).
\]

**Lemma 3.5.** For any \( n \)-dimensional lattice \( \Lambda \) and \( \varepsilon > 0 \), \( s := (s_1, \ldots, s_n) \in \mathbb{R}^n_{>0} \), and \( c := (c_1, \ldots, c_n) \in \mathbb{R}^n \), if all of \( s_1, \ldots, s_n < \eta_{\varepsilon}(\Lambda^\vee) \) then

\[
\rho_{(1/s_1, \ldots, 1/s_n), (c_1, \ldots, c_n)}(\Lambda) \leq \left( \frac{\eta_{\varepsilon}(\Lambda^\vee)}{s_1} \cdots \frac{\eta_{\varepsilon}(\Lambda^\vee)}{s_n} \right) (1 + \varepsilon).
\]

**Proof.** Details can be found in Section A in supplementary material. \( \Box \)

**Lemma 3.6.** [36, Lemma 3.6] For any lattice \( \Lambda \), positive real \( s > 0 \) and a vector \( c \), \( \rho_{s,c}(\Lambda) \leq \rho_s(\Lambda) \).

**Definition 3.7.** Let \( \Lambda \) be an \( n \)-dimensional lattice and \( \Psi \) a probability distribution over \( \mathbb{R}^n \). Define the discrete probability distribution of \( \Psi \) over \( \Lambda \) to be:

\[
D_{\Lambda,\Psi}(x) = \frac{\Psi(x)}{\Psi(\Lambda)}, \forall x \in \Lambda.
\]

**Definition 3.8.** Let \( \Lambda \) be an \( n \)-dimensional lattice, define the discrete Gaussian probability distribution over \( \Lambda \) with parameter \( (s_1, \ldots, s_n) \) and center \( (c_1, \ldots, c_n) \) as

\[
D_{\Lambda,(s_1, \ldots, s_n),(c_1, \ldots, c_n)}(x) = \frac{\rho_{(s_1, \ldots, s_n),(c_1, \ldots, c_n)}(x)}{\rho_{(s_1, \ldots, s_n),(c_1, \ldots, c_n)}(\Lambda)}, \forall x \in \Lambda.
\]

**Remark 1.** Whenever \( \Psi \) is Gaussian with parameter \( (s_1, \ldots, s_n) \) and center \( (c_1, \ldots, c_n) \) we denote it’s discrete Gaussian probability by \( D_{\Lambda,(s_1, \ldots, s_n),(c_1, \ldots, c_n)} \). If \( s = s_1 = \cdots = s_n \) (resp. \( c = c_1 = \cdots = c_n \)) we write \( D_{\Lambda,s,(c_1, \ldots, c_n)} \) (resp. \( D_{\Lambda,(s_1, \ldots, s_n),c} \)). If \( c_1 = \cdots = c_n = 0 \) we write \( D_{\Lambda,(s_1, \ldots, s_n)} \).

**Lemma 3.9.** [36, Lemma 4.4] For any \( n' \)-dimensional lattice \( \Lambda \), and reals \( 0 < \varepsilon < 1, s \geq \eta_{\varepsilon}(\Lambda) \), we have

\[
\Pr_{x \sim D_{\Lambda,\psi}} \left( ||x|| > s \sqrt{n'} \right) \leq \frac{1 + \varepsilon}{1 - \varepsilon} \cdot 2^{1-n'}.
\]
The following is a modified version of Lemma 3.8 from [42] and the proof can be found in Section B in supplementary material.

**Lemma 3.10.** Let $\Lambda$ be an $n$-dimensional lattice and $\Psi$ a probability distribution over $\mathbb{R}^n$. If $\hat{\Psi}(\Lambda^\perp \setminus \{0\}) \leq \epsilon$, then for any $c \in \mathbb{R}^n$, $\Psi(\Lambda + c) \in \text{det}(\Lambda^\perp)(1 \pm \epsilon)$.

The proof of the following lemma proceeds as the proof of Corollary 2.8 in [20].

**Lemma 3.11.** Let $\Lambda'$ be an $n$-dimensional lattice and $\Psi$ a probability distribution over $\mathbb{R}^n$. Assume that for all $c \in \mathbb{R}^n$ it is the case that

\[ \Psi(\Lambda' + c) \in \left[ 1 - \epsilon, 1 + \epsilon \right] \cdot \Psi(\Lambda'), \]

Let $\Lambda$ be an $n$-dimensional lattice such that $\Lambda' \subseteq \Lambda$ then the distribution of $(D_{\Lambda, \Psi} \mod \Lambda')$ is within statistical distance of at most $4\epsilon$ of uniform over $(A \mod \Lambda')$.

**Definition 3.12.** For a matrix $A \in R_q^{k \times l}$ we define

\[ \Lambda^\perp(A) = \{ z \in R^l : Az = 0 \mod qR \}, \]

which we identify with a lattice in $H^l$. Its dual lattice (which is again a lattice in $H^l$) is denoted by $\Lambda^\perp(A)^\vee$.

**Theorem 3.13.** [33] Let $R$ be the ring of integers in the $n$th cyclotomic number field $K$ of degree $n$, and $q \geq 2$ an integer. For positive integers $k \leq l \leq \text{poly}(n)$, let $A = [I_k | \tilde{A}] \in (R_q)^{k \times l}$, where $I_k \in (R_q)^{k \times k}$ is the identity matrix and $\tilde{A} \in (R_q)^{k \times (l-k)}$ is uniformly random. Then for all $s \geq 2n$,

\[ \mathbb{E}_{\tilde{A}}[\rho_{1/s}(\Lambda^\perp(A)^\vee)] \leq 1 + 2(s/n)^{-nl}q^{kn+2} + 2^{-\Omega(n)}. \]

In particular, if $s > 2n \cdot q^{k/l+2/(nl)}$ then \( \mathbb{E}_{\tilde{A}}[\rho_{1/s}(\Lambda^\perp(A)^\vee)] \leq 1 + 2^{-\Omega(n)} \), and so by Markov’s inequality, $\eta_{2^{-\Omega(n)}}(\Lambda^\perp(A)) \leq s$ except with probability at most $2^{-\Omega(n)}$.

The following corollary was presented in [33].

**Corollary 3.14.** Let $R, n, q, k$ and $l$ be as in Theorem 3.13. Assume that $A = [I_k | \tilde{A}] \in (R_q)^{k \times l}$ is chosen as in Theorem 3.13. Then, with probability $1 - 2^{-\Omega(n)}$ over the choice of $\tilde{A}$, the distribution of $Ax \in R_q^n$, where each coordinate of $x \in R_q^n$ is chosen from a discrete Gaussian distribution of parameter $s > 2n \cdot q^{k/l+2/(nl)}$ over $R$, satisfies that the probability of each of the $q^n$ possible outcomes is in the interval $(1 \pm 2^{-\Omega(n)})q^{-nk}$ (and in particular is within statistical distance $2^{-\Omega(n)}$ of the uniform distribution over $R_q^n$).

We next state an additional corollary of the regularity theorem from [33] and can be deduced from Lemma 3.14.

**Corollary 3.15.** Let $R, n, q, k$ and $l$ be as in Theorem 3.13. Assume that $A = [I_k | \tilde{A}] \in (R_q)^{k \times l}$ is chosen as in Theorem 3.13. Then, with probability $1 - 2^{-\Omega(n)}$ over the choice of $\tilde{A}$, the shortest non-zero vector in $\Lambda^\perp(A)^\vee$ has length at least $\frac{\sqrt{n}/\pi}{2n^{q^{k/(l+2/(nl))}}}$.

The following lemma computes a lower bound of the normalization factor of the pdf in Theorem 3.17. The proof can be found in Section C of supplementary material.

**Lemma 3.16.** Let $n' \in \mathbb{N}$ be odd, $x \in \mathbb{R}^{n'}$, $c \in \mathbb{R}$. Then

\[ \int_{\mathbb{R}^{n'}} e^{-\frac{\pi (\lVert x + c \rVert^2)}{\sigma^2}} + e^{-\frac{\pi (\lVert x - c \rVert^2)}{\sigma^2}} \, dx \geq \sigma^{n'}. \]

The next theorem provides an upper bound on the Fourier transform of a pdf for the subsequent analysis of Leakage Scenario III in Section 5.3. We refer to Section D of supplementary material for the detailed proof.

**Theorem 3.17.** Let $\Psi_{\sigma, c}$ denote the normalized pdf corresponding to the non-normalized function $f(x) := e^{-\frac{\pi (\lVert x + c \rVert^2)}{\sigma^2}} + e^{-\frac{\pi (\lVert x - c \rVert^2)}{\sigma^2}}$, where $x$ is a vector over $n$ dimensions. and let $\hat{\Psi}_{\sigma, c}(y)$ denote the $n'$-dimensional Fourier transform of $\Psi_{\sigma, c}$. Let $n' := \lfloor l \cdot 2^n + 1 \rfloor$, where $l, a$ are positive integers and $a > 2$, and $c \leq \sigma \cdot \sqrt{2} \cdot \sqrt{n'}$. Then $\hat{\Psi}_{\sigma, c}(y) \leq n'^{n'} \cdot e^{-\pi \lVert y \rVert^2 \sigma^2}$ for $\lVert y \rVert > 1/\sigma$. 
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4 Dual-Style Encryption Scheme

In this section we present a dual-style encryption scheme from [33], however we use the result from [4,12], which applies to power-of-two cyclotomics, to avoid usage of $R^\omega$. The system is parameterized by $l$, which is the number of R-LWE samples which attacker gets to see; $q$ is the modulus of the ring $R_q$; $s$, $\xi$ are the parameters for the continuous Gaussian distributions $\psi_s$, and $\psi$ over $R_R$ respectively. Also, let $D_{R,s}$ be the discrete Gaussian distribution obtained from $\psi_s$, where $R$ denotes $m$th cyclotomic ring (of degree $n = \varphi(m)$). Also, let $p$, $q$ be coprime integers.

Let $\lfloor \cdot \rfloor$ be a valid discretization to (cosets of) $R$ or $pR$. Then the corresponding “tweaked” distribution over $R$ or $pR$ is defined as $\psi^R = [t \cdot p \cdot x]_{pR}$. Similarly, $\psi^{\mu+pR} = [t \cdot \mu + pR]_{\mu+pR}$. Authors of [4,12] noted that using the “tweaked” distributions for sampling the LWE errors is equivalent to ring LWE.

The dual-style encryption scheme consists of three algorithm as follows:

**Key-Generation Algorithm** Gen: It outputs private/public key pair by following steps.
1. Choose $a_1 = -1 \in R_q$, and generate uniformly random and independent element $a_2, \ldots, a_l \in R_q$.
2. Generate independent $x_1, \ldots, x_l \leftarrow D_{R,s}$.
3. Set the public key $a = (a_2, \ldots, a_l, a_{l+1} = -\sum_{i \in [l]} a_i x_i) \in R_q^l$, and the secret key $x = (x_2, \ldots, x_l, x_{l+1} = 1) \in R_q^n$. Note that $(a, x) = x_1 \in R_q$ by construction.

**Encryption Algorithm** Enc: It takes as input a public key $a \in R_q^l$, and a message $\mu \in R_p$, returns a ciphertext $c$ by proceeding the following steps.
1. Generate independent $e_1, \ldots, e_l \leftarrow \psi^R$ and $e_{l+1} \leftarrow \psi^{\mu+pR}$.
   Set $e = (e_2, \ldots, e_{l+1}) \in R_q^l$.
2. Compute $c = e_1 \cdot a + e \in R_q^l$.

**Decryption Algorithm** Dec: It takes as input a private key $x \in R_q^l$, and a ciphertext $c \in R_q^l$, returns a plaintext $\mu$ by proceeding the following steps.
1. Compute $d = \langle c, x \rangle \in R$.
2. Output $\mu = d \mod pR$.

**Lemma 4.1.** Let the view of the adversary be $\text{view}_A = (a, \text{leak})$, where leak is the leakage obtained by the adversary as defined in section 2.6. If the public key element $a_{l+1}$ is close to uniform given view$_A$, then the above encryption scheme is IND-CPA secure assuming the hardness of R-DLWE$_q$,$\psi$ given $l+1$ samples.

Note that if $a_{l+1}$ is close to uniform then $a$ is close to uniform random vector since all $a_i$, $i \in [l]$ are uniform random. Given that $a$ is indistinguishable from a uniform vector, it follows that $c$ is indistinguishable from a uniform random value in $R_q^l$, from lemma 2.7 and lemma 2.8.

The following lemma shows that the decryption is correct with high probability. Here we present the analysis where ciphertext $c \in R_q^l$ for better readability and to preserve the proof structure of lemma 8.2 in [33]. Authors of [4,12] noted that using the “tweaked” distributions for sampling the LWE errors is equivalent to ring LWE since the tweak is reversible. This allows for the analysis to be conducted in either dual of the ring $R^\omega$ or the ring $R$.

**Lemma 4.2.** Suppose that for any $c \in R_q^l$, $|p \cdot \psi|_{c+pR^\omega}$ is $\delta$-subgaussian with parameter $\xi' = O(p \cdot \xi)$ for some $\delta = O(1/l)$, and $q \geq \xi' \cdot \sqrt{s^2 + l + 1} \cdot n \cdot \omega(\sqrt{\log n})$. Then decryption is correct with probability $1 - \text{negl}(n)$ over all the randomness of key generation and encryption.

**Proof.** We know that, $\psi$ is a continuous Gaussian with parameter $\xi \geq 1$, then $|p \cdot \psi|_{c+pR^\omega}$ is 0-subgaussian with parameter $\xi' = p\sqrt{\frac{\xi^2}{n}} + \pi = O(p \cdot \xi)$.

\[
\langle c, x \rangle = e_1 \cdot (a, x) + \langle e, x \rangle
\]
\[
\langle c, x \rangle = e_1 \cdot x_1 + \langle e, x \rangle
\]

Let $e' = (e_1, e)$ and $x' = (x_1, x)$. Then, $\langle e', x' \rangle = \mu \mod pR$ as long as $\langle (e', x') \mod qR \rangle \in R$.

---

In this work we consider $p = 2$, while computing the parameters presented in tables 1 and 2. Note that, the encryption scheme and analysis holds for any general $p$ coprime with $q$. 
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We now present a proof sketch for the claim that \((e', x') \mod qR) \in R\) with probability \(1 - \text{negl}(n)\). Using previous work, there exists a decoding function (similar to the decoding function of [33] section 6.2) which takes \((e', x')\) to the closest element in \(R\), as long as the following conditions are satisfied: For each \(i \in [l]\), \(\|x_i\| \leq s \cdot \sqrt{n}\), \(\|x_{i+1}\| = 1\) = \(\sqrt{n}\), and each coefficient of \(e_i x_i\) is \(\delta'\)-subgaussian with parameter \(\xi' \cdot s \cdot \sqrt{n}\) and each coefficient of \(e_{i+1} x_{i+1}\) is \(\delta'\)-subgaussian with parameter \(\xi' \cdot \sqrt{n}\), for \(\delta' \in O(1)\). To see that these conditions are satisfied, first, note that by Lemma 3.9, for each \(i \in [l]\), \(\|x_i\| \leq s \cdot \sqrt{n}\) except with probability at most \(2^{-s} = \text{negl}(n)\), and \(\|x_{i+1}\| = 1\) = \(\sqrt{n}\). Moreover, note that the \(e_i\) are mutually independent and each coefficient of \(e_i\) is \(\delta\)-subgaussian with parameter \(\xi'\), therefore each coefficient of \((e', x')\) is \(\delta(l+1)\)-subgaussian with parameter \(\xi' \cdot \sqrt{(s^2 \cdot l + 1) \cdot n}\). Since \(\delta(l+1) \in O(1)\), we have that all the conditions are satisfied. 

5 Security against Auxiliary Inputs

The key step in proving the security of the dual-style encryption scheme presented in Section 4 (without auxiliary inputs) is to show that the public key component \(a_{l+1}\) constructed during key generation is distributed (close to) uniform random. To show this, [33], in fact, prove a more general theorem, which we refer to as the Regularity Theorem (see Corollary 7.5). Essentially, what this theorem says is that for \(A = [I_k | S] \in (R_q)^{k \times l}\), if \(A\) is chosen uniformly at random and \(x\) is chosen from a discrete Gaussian distribution with sufficiently large standard deviation, then \(Ax\) is (close to) uniform random.

In this section, we analyze security against auxiliary inputs under three scenarios. For each leakage scenario, we argue that the encryption scheme defined in Section 4 still achieves semantic security. To prove this, it is sufficient to show, in each scenario, that conditioned on the view of the leakage adversary, the distribution over \(Ax\) remains (close to) uniform random. In other words, we show that the distribution over \(Ax\) remains uniform random, even when \(x\) is drawn from a conditional distribution corresponding to the knowledge the adversary has about \(x\), conditioned on the leakage that was obtained. This informal statement is made formal in Corollaries 5.3, 5.7 and 5.10 for each of the leakage scenarios I, II and III, below.

5.1 Leakage Scenario I

Recall that the secret key of the encryption scheme defined in Section 4 is \((x_1, \ldots, x_l)\), where each \(x_i \in R_q\) is chosen from a discrete Gaussian distribution \(D_{R,s}\), where \(s > 2n \cdot q^{k/2}/(nl)\). In this scenario we can assume that each \(x_i\) is stored using the polynomial representation (powerful basis) and allow leakage on each coefficient or assume that each \(x_i\) is stored using the canonical embedding (CRT basis) and allow leakage on each coordinate (this is because for power-of-two cyclotomics, spherical Gaussians in the powerful basis representation correspond to spherical Gaussians in the CRT basis representation). We assume, however, that the leakage is “noisy” in the sense that independent Gaussian noise (with sufficiently high standard deviation) is added to each leaked coordinate. More precisely, adversary learns a “noisy” version of secret key, where independent Gaussian noise with standard deviation \(v\) is added to each coordinate of the secret key.

It turns out that this scenario is actually quite simple to handle (given sufficient noise) since if \(X\) and \(Y\) are independent Gaussian random variables, then the distribution of \(X + Y\) is also a Gaussian that is not centered at 0. Fortunately, the regularity theorem of [33] straightforwardly extends to Gaussians that are not centered at 0.

We discuss formal details next, however, we mainly view Leakage Scenario I as a warm-up to the more difficult Leakage Scenarios II and III discussed below.

We begin by defining some notation, which will be useful in all of the Leakage Scenarios when manipulating Gaussian-distributed random variables. We write probability density function of random variable \(X\) at value \(x\), sampled from \(n\)-dimensional Gaussian distribution with each component of variable pairwise independent, as

\[
G_X(x, u, s) = \prod_{i \in [n]} \frac{1}{s_i} \exp \left( -\frac{\pi (x_i - u_i)^2}{s_i} \right),
\]

with mean \(u = (u_1, \ldots, u_n)\) and standard deviation \(s = (s_1, \ldots, s_n)\). The probability density function of \(Y\) at value \(y\), sampled from \(n\)-dimensional Gaussian distribution with each component of variable pairwise
independent, can be written as

\[ G_Y(y, \mu, v) = \prod_{i \in [n]} \frac{1}{v_i} \exp \left( -\pi \frac{(y_i - \mu_i)^2}{v_i^2} \right), \]

with mean \( \mu = (\mu_1, \ldots, \mu_n) \) and standard deviation \( v = (v_1, \ldots, v_n) \).

We now consider the distribution of the secret key \( X \), conditioned on the leakage \( X + Y \). We proceed with the following straightforward lemma:

**Lemma 5.1.** Given two independent random variables \( X \) and \( Y \). Suppose that the distribution of \( X \) is a \( n \)-dimensional Gaussian distribution with mean \( \mu \) and standard deviation \( s \), each component of \( X \) pairwise independent, and the distribution of \( Y \) is a \( n \)-dimensional Gaussian distribution with mean \( \mu \) and standard deviation \( v \), each component of \( Y \) pairwise independent. Then the distribution of \( X \) conditioned on \( X + Y \) is also a \( n \)-dimensional Gaussian distribution, where each component of \( X \) is pairwise-independent with mean \( c := (c_1, \ldots, c_n) \) where \( c_i := \frac{\frac{\mu_i}{s_i} - \frac{s_i}{\mu_i} + \frac{1}{2}}{\frac{1}{s_i^2} + \frac{1}{\mu_i^2}} \) and standard deviation \( \sigma := (\sigma_1, \ldots, \sigma_n) \), where \( \sigma_i := \sqrt{\frac{1}{\frac{1}{s_i^2} + \frac{1}{\mu_i^2}}} \).

**Proof.** We have \( F_{Z|A}(Z = b) \) generically represent the probability density function of random variable \( Z \) at value \( b \), conditioned on event \( A \).

We can then derive the density function of \( X \) given the value \( z = (z_1, \ldots, z_n) \) of \( X + Y \) by computing

\[
F_{X|X+Y=z}(X = x) = \frac{G_X(x, \mu, s)G_Y(z - x, \mu, v)}{\int_{R^n} G_X(x, \mu, s)G_Y(z - x, \mu, v) \, dx}
\]

\[
= \prod_{i \in [n]} \frac{1}{s_i \sqrt{2\pi}} e^{-\frac{(x_i - \mu_i)^2}{2s_i^2}} \int_{R^n} \frac{1}{v_i \sqrt{2\pi}} e^{-\frac{(z_i - x_i - \mu_i)^2}{2v_i^2}} \, dx
\]

\[
= \prod_{i \in [n]} \sqrt{\frac{1}{s_i^2} + \frac{1}{v_i^2}} \exp \left( -\pi \left( \frac{1}{s_i^2} + \frac{1}{v_i^2} \right) \left( x_i - \frac{\frac{\mu_i}{s_i} - \frac{s_i}{\mu_i} + \frac{1}{2}}{\frac{1}{s_i^2} + \frac{1}{\mu_i^2}} \right)^2 \right)
\]

Hence \( F_{X|X+Y=z}(X = x) \) is also in the form of probability density function of \( X \) on value \( x \) sampled \( n \)-dimensional Gaussian distribution, where each component \( x_i \) is generated independently with mean \( \frac{\frac{\mu_i}{s_i} - \frac{s_i}{\mu_i} + \frac{1}{2}}{\frac{1}{s_i^2} + \frac{1}{\mu_i^2}} \) and variance parameter \( \frac{1}{\frac{1}{s_i^2} + \frac{1}{\mu_i^2}} \).

\[ \square \]

Let \( v := (v, \ldots, v) \) and \( s := (s, \ldots, s) \) and let \( v = \tau \cdot s \). Suppose the distribution of secret key is \( G_X(x, \mu, s) \) and the distribution of noise is \( G_Y(y, \mu, v) \), on the condition that adversary learns some fixed leakage \( z \) (corresponding to the "noisy" secret key), Lemma 5.1 shows that the distribution of secret key, in the view of adversary who has obtained \( z \), is

\[
\prod_{i \in [n]} \frac{1}{\sigma} \exp \left( -\pi \left( \frac{x_i - \frac{\mu_i}{s_i}}{\sigma^2} \right)^2 \right)
\]

Thus, from the viewpoint of the adversary, each coordinate \( x_i \) of the secret key is sampled from a multivariate Gaussian distribution \( \rho_{\sigma, c} \) with mean \( c^i := (c_1^i, \ldots, c_n^i) \), where \( c_i^j := \frac{\tau^j}{\tau^2 + 1} \) and \( \sigma = s \sqrt{\frac{\tau^2}{\tau^2 + 1}} \). The entire secret key is then sampled from \( \rho_{\sigma, c} \), where \( c = [c^i]_{i \in l} \).

We have the following theorem:

**Theorem 5.2.** Let \( R \) be the ring of integers in the \( m^{th} \) cyclotomic number field \( K \) of degree \( n \), and \( q \geq 2 \) an integer. For positive integers \( k \leq l \leq \text{poly}(n) \), let \( A = [I_k \mid \bar{A}] \in (R_q)^{k \times l} \), where \( I_k \in (R_q)^{k \times k} \) is the identity matrix and \( \bar{A} \in (R_q)^{k \times (l-k)} \) is uniformly random. Then for all \( \sigma \geq 2n \cdot q^{k/l+2/(nl)} \) and \( c \in \mathbb{R}^{n-1} \) then

\[
\rho_{\sigma, c} \left( \Lambda^\perp(A)^\perp \right) \leq 1 + 2^{-\Omega(n)}
\]
except with probability at most $2^{-\Omega(n)}$ over choice of $\bar{A}$.

Proof. It follows from Lemma 3.6 and regularity theorem from [33].

The following corollary follows from Lemmas 3.10 and 3.11 and Theorem 5.2.

We finally, present the following corollary of Theorem 5.2, which completes the analysis for Leakage Scenario I:

**Corollary 5.3.** Let $R, n, q, k, l, c, \sigma$ be as in Theorem 5.2. Assume that $A = (I_k|\bar{A}) \in (R_q)^{k \times l}$ is chosen as in Theorem 5.2. Then, with probability $1 - 2^{-\Omega(n)}$ over the choice of $\bar{A}$, the distribution of $A x \in R_q^k$, where $x \in R^l$ is chosen from $D_{X,\sigma,c}$, the discrete Gaussian probability distribution over $R^l$ with parameter $\sigma$ and center $c$, satisfies that the probability of each of the $q^{nk}$ possible outcomes is in the interval $(1 \pm 2^{-\Omega(n)})q^{-nk}$ (and in particular is within statistical distance $2^{-\Omega(n)}$ of the uniform distribution over $R_q^k$).

The above corollary (with $k = 1$), implies that the encryption scheme is secure under Leakage Scenario I assuming $\sigma \geq 2n \cdot q^{1/(l+2/(nl))}$. Since $s = \sqrt{\frac{1+\tau^2}{\tau^2}} \cdot \sigma$, it means that in order for the encryption scheme to be secure under Leakage Scenario I, we must simply sample the secret key from $D_{R^l,\sqrt{\frac{1+\tau^2}{\tau^2}}2n \cdot q^{1/(l+2/(nl))}}$, as opposed to $D_{R^l,2n \cdot q^{1/(l+2/(nl))}}$. In particular, this means that the standard deviation should be increased by a factor of $\sqrt{\frac{1+\tau^2}{\tau^2}}$, beyond the parameters required by [33].

**5.2 Leakage Scenario II**

Recall that this scenario models a setting where an attacker obtains noisy measurements about some (constant fraction) of coordinates of the secret key and gets no information at all about the remaining coordinates. Specifically, we leak a constant fraction of the coordinates ($\ell/(l \cdot n)$-fraction) with low noise added to each leaked coordinate (only $2n$ standard deviation, as opposed to $\sqrt{2} \cdot 2n \cdot q^{1/(l+2/(nl))}$ standard deviation as in Leakage Scenario I, when $v = s$). Recall that the secret key of the encryption scheme defined in Section 4 is $(x_1, \ldots, x_l)$, where each $x_i \in R_q$. We assume that each $x_i$ will be stored as a vector in the canonical embedding (CRT basis). Thus, this scenario allows leakage of $\ell$ out of the total of $l \cdot n$ coordinates, when viewing the secret key as a vector in the canonical embedding. Since conditioned on the leakage, the distribution over the secret key is no longer a spherical Gaussian, we can no longer switch between the powerful and CRT basis as before.

The analysis for this leakage scenario follows from a careful adaptation of the proof of the Regularity Theorem of [33] to our setting.

Suppose the distribution of secret key is $G_X(x, 0, s)$ and the distribution of noise is $G_Y(y, \mu, v)$. The adversary learns the leaked “noisy” secret key $z$ in $\ell$ positions, where mean of the noise is 0 and standard deviation is $\approx 2n$. Let $S \subseteq [n]$, where $|S| = \ell$ denote the set of positions (from each $x_i$) that are leaked. Lemma 5.1 shows that, conditioned on leakage, each component $x_i'$, $i \in \ell$, $j \notin S$, of secret key is sampled from Gaussian distribution with mean $c_i' := \frac{n \sigma_i^2}{n+1}$, and variance $\sigma_i^2 \geq 4n^2$. Conditioned on leakage, each component $x_i'$, $i \in \ell$, $j \notin S$, of the secret key is sampled from Gaussian distribution with mean $c_i' = 0$, and variance $\sigma_i^2 = s^2$.

We have the following Theorem.

**Theorem 5.4.** Let $R$ be the ring of integers in the $m^{th}$ cyclotomic number field $K$ of degree $n$, where $n$ is a power of 2, $q$ is a prime satisfying $q = 1 \mod m$. For positive integers $k \leq l \leq \text{poly}(n)$, let $A = (I_k|\bar{A}) \in (R_q)^{k \times l}$, where $I_k \in (R_q)^{k \times k}$ is the identity matrix and $\bar{A} \in (R_q)^{k \times (l-k)}$ is uniformly random. Let $\sigma := (\sigma_1, \ldots, \sigma_n) \in \mathbb{R}^n_+$ and $c := (c_1, \ldots, c_n) \in \mathbb{R}^n_+$ be vectors, where $\sigma$ is such that $\ell$ positions are set to $2n$, while the other positions are set to $s$. Let $k, l, \ell$ be such that $l - k - l \cdot \ell / n > 0$ and $l - k - 1 \geq 1$, and let $s \geq 2n \cdot q^{k+2/k\ell}$, then $\mathbb{P}_{\sigma, c} (\Lambda^\perp (A)^\perp) \leq 1 + 2^{-\Omega(n)}$ except with probability at most $2^{-\Omega(n)}$.

\footnote{If we leak the information on the secret while it is stored in the polynomial representation, then when we switch to the canonical embedding representation this will yield a multivariate Gaussian distribution, but there will be covariances not equal to zero between pairs of random variables. Not having independence across coordinates means that it will be difficult to analyze the Fourier transform.}
For proving Theorem 5.4, we begin with exposition on the forms of the Ideals $qR^\nu \subseteq J \subseteq R^\nu$ in power-of-two cyclotomics as well as some lemmas. These will then be useful in the proof of Theorem 5.4.

To generate the set $T$ of ideals $J$ such that $qR^\nu \subseteq J \subseteq R^\nu$, we can take each ideal $I$ such that $qR \subseteq I \subseteq R$ and set $J := qI^\nu$.

Recall from Fact 2.3 that $(q)$ splits completely into $n$ distinct ideals of norm $q$, i.e. $qR = \prod_{i \in [n]} \mathfrak{p}_i$. Therefore, the set of all ideals $I$ such that $qR \subseteq I \subseteq R$, is exactly the set $S := \{\prod_{i \in S} \mathfrak{p}_i \mid S \subseteq [n]\}$. Thus, the number of ideals $I$ such that $qR \subseteq I \subseteq R$ (and hence also the number of ideals $J \subseteq T$) is exactly $2^n$. Moreover, note that for each ideal $J \subseteq T$,

$$|J/qR^\nu| = |R/qJ^\nu| = N(qJ^\nu).$$

Thus, we see that for each $J \subseteq T$, $1 \leq |J/qR^\nu| < q^n$.

Let $T_1$ denote the set of ideals $J \subseteq T$ such that $|J/qR^\nu| < 2^n$.

Let $T_2$ denote the set of ideals $J$ such that $|J/qR^\nu| \geq 2^n$. Furthermore, let $T_2^1 := T_2 \setminus T_1^1$.

Let $\sigma := (\sigma_1, \ldots, \sigma_n) \in \mathbb{R}_{>0}^n$ be a vector with $\ell$ positions are set to $2n$, while the other positions are set to value $s$.

**Lemma 5.5.** For ideals $J \subseteq T_1$,

$$\eta_{2-2n} \left( \frac{J}{q} \right) \leq 2n.$$

**Proof.**

$$\eta_{2-2n} \left( \frac{J}{q} \right) \leq \left( \left| \frac{J}{qR^\nu} \right| / n \right)^{1/n} \leq (2n \cdot n^{1/n})^{1/n} = 2n,$$

where (2) follows from Lemmas 2.1 and 3.4, (3) follows from the definition of $T_1$. \qed

**Lemma 5.6.** For ideals $J \subseteq T_2^1$

$$\left| \frac{J}{qR^\nu} \right|^{-(l-k)} \left( \rho_{1/\sigma_1, \ldots, 1/\sigma_n} \left( \frac{1}{q} \right)^{\nu} \right)^l \leq 2^{-n(l-k)}$$

**Proof.** Recall that $\sigma := (\sigma_1, \ldots, \sigma_n) \in \mathbb{R}_{>0}^n$ is defined as a vector such that $\ell$ positions are set to $2n$, while the other positions are set to $s$. Define $z_1, \ldots, z_n$ in the following way: For $i \in [n]$, if $\sigma_i = s$ then $z_i = \sigma_i$. Otherwise, $z_i = \eta_{2-2n} \left( \frac{1}{q} \nu \right)$. Applying Poisson summation twice we arrive at:

$$\rho_{1/\sigma_1, \ldots, 1/\sigma_n} \left( \frac{1}{q} \nu \right) = 1/\det(\frac{1}{q} \nu) \cdot \rho_{1 \cdot 1/\sigma_n} \cdot \rho_{1 \cdot 1/\sigma_n} \cdot \left( \frac{1}{q} \nu \right)$$

$$\leq 1/\det(\frac{1}{q} \nu) \cdot \rho_{1 \cdot 1/\sigma_n} \cdot \rho_{z_1, z_2, \ldots, z_n} \left( \frac{1}{q} \nu \right)$$

$$= \left( \eta_{2-2n} \right) \cdot \rho_{1 \cdot 1/\sigma_n} \left( \frac{1}{q} \nu \right)$$

$$\leq (1 + 2^{-2n}) \cdot \left( \frac{\eta_{2-2n}}{2n} \right)^{\ell}$$

Now, using the fact that $\eta_{2-2n} \leq (\Delta_K |J/qR^\nu|)^{1/n}$, the fact that $\Delta_K = n^n$ and the fact that $|J/qR^\nu| \geq 2^n$, and the set of parameters, we have that

$$\left| \frac{J}{qR^\nu} \right|^{-(l-k)} \left( \rho_{1/\sigma_1, \ldots, 1/\sigma_n} \left( \frac{1}{q} \nu \right) \right)^l \leq |J/qR^\nu|^{-(l-k-l/\ell/n)} (1 + 2^{-2n})^l \cdot 2^{-\ell l}$$

which completes the proof of the lemma. \qed
We now conclude the proof of Theorem 5.4.

Proof of Theorem 5.4. Since by Lemma 3.6 we have that for any \((n \cdot l)\)-dimensional vectors, \(c, x\) and any \(n\)-dimensional vector \(\sigma = (\sigma_1, \ldots, \sigma_n)\):

\[
\rho_{\sigma \cdot c}(x) \leq \rho_{\sigma^i}(x) = \rho_{(1/\sigma_1, \ldots, 1/\sigma_n)^l}(x),
\]

then following the proof of [33] step-by-step, it is sufficient to show that

\[
\sum_{J \in T} |J/qR^\nu|^{-(l-k)} \left( \rho_{(1/\sigma_1, \ldots, 1/\sigma_n)} \left( \frac{1}{q} J \right)^l - 1 \right) \leq 2^{-\Omega(n)}.
\]

We will show that

\[
\sum_{J \in T_2^2} |J/qR^\nu|^{-(l-k)} \left( \rho_{(1/\sigma_1, \ldots, 1/\sigma_n)} \left( \frac{1}{q} J \right)^l - 1 \right) \leq 2^{-\Omega(n)},
\]

and that

\[
\sum_{J \in (T_1 \cup T_2^2)} |J/qR^\nu|^{-(l-k)} \left( \rho_{1/\sigma_1, \ldots, 1/\sigma_n} \left( \frac{1}{q} J \right)^l - 1 \right) \leq 2^{-\Omega(n)}.
\]

To show (5), note that by Lemma 5.5, for ideals \(J \in T_1\) (we have that \(\eta_{2-2n}((\frac{J}{q})^\nu) \leq 2n\). This means that for each \(i \in [n]\), \(\sigma_i \geq \eta_{2-2n}\), which implies that \(\rho_{1/\sigma_1, \ldots, 1/\sigma_n} \left( \frac{1}{q} J \right)^l \leq (1 + 2^{-2n})^l\).

On the other hand, by definition of \(T_2^2\), for ideals \(J \in T_2^2\), we have that \(\sigma_i < \eta_{2-2n}\), for each \(i \in [n]\). Thus, by Lemma 3.5 we have that \(\rho_{1/\sigma_1, \ldots, 1/\sigma_n} \left( \frac{1}{q} J \right)^l \leq (\frac{\eta_{2-2n}((\frac{J}{q})^\nu)}{\sigma_1} \cdots \frac{\eta_{2-2n}((\frac{J}{q})^\nu)}{\sigma_n}) \cdot (1 + 2^{-2n})^l\). Since

\[
\eta_{2-2n}((\frac{J}{q})^\nu) \leq |J/qR^\nu|\Delta_K, \text{ and plugging in the proper values for } \sigma_1, \ldots, \sigma_n, \text{ we have that } \rho_{1/\sigma_1, \ldots, 1/\sigma_n} \left( \frac{1}{q} J \right)^l \leq \left( |J/qR^\nu|\Delta_K s^{-n+\ell} \cdot (2n)^{-\ell} \right)^l \cdot (1 + 2^{-2n})^l.
\]

Combining the above, we get that for \(J \in T_1 \cup T_2^2\),

\[
\rho_{1/\sigma_1, \ldots, 1/\sigma_n} \left( \frac{1}{q} J \right)^l \leq \max(1, \left( |J/qR^\nu|\Delta_K s^{-n+\ell} \cdot (2n)^{-\ell} \right)^l) \cdot (1 + 2^{-2n})^l.
\]

Thus, similarly to [33], using the lower bound of \(s\) from the setting, we can bound

\[
\sum_{J \in (T_1 \cup T_2^2)} |J/qR^\nu|^{-(l-k)} \left( \rho_{1/\sigma_1, \ldots, 1/\sigma_n} \left( \frac{1}{q} J \right)^l - 1 \right) \leq \sum_{J \in (T_1 \cup T_2^2)} |J/qR^\nu|^{-(l-k)} \cdot \max(1, \left( |J/qR^\nu|\Delta_K s^{-n+\ell} \cdot (2n)^{-\ell} \right)^l) \cdot (1 + \varepsilon)^l
\]

\[
\leq \sum_{J \in T} |J/qR^\nu|^{-(l-k)} \cdot \max(1, \left( |J/qR^\nu|\Delta_K s^{-n+\ell} \cdot (2n)^{-\ell} \right)^l) \cdot (1 + \varepsilon)^l
\]

\[
\leq 2^{-\Omega(n)} + 2(s/n)^{-n} q^{kn+2} \left( \frac{s}{2n} \right)^{1-\ell} \in 2^{-\Omega(n)}.
\]

Moreover, by Lemma 5.6 and the fact that \(|T_2^1| \leq |T| = 2^n\), we can bound

\[
\sum_{J \in T_2^1} |J/qR^\nu|^{-(l-k)} \left( \rho_{1/\sigma_1, \ldots, 1/\sigma_n} \left( \frac{1}{q} J \right)^l - 1 \right) \leq 2^n \cdot 2^{-n(l-k)} \leq 2^{-\Omega(n)},
\]

where the last line follows from the setting of parameters.

This completes the proof. \(\Box\)
The following corollary follows from Lemmas 3.10 and 3.11 and Theorem 5.4.

**Corollary 5.7.** Let \( R, n, q, k, l, \ell, \sigma \) and \( c \) be as in Theorem 5.4. Assume that \( A = [I_k | \bar{A}] \in (R_q)^{k \times l} \) is chosen as in Theorem 5.4. Then, with probability \( 1 - 2^{-\Omega(n)} \) over the choice of \( A \), the distribution of \( Ax \in R_q^n \), where \( x \in R^k \) is chosen from \( D_{R, \sigma^l, c} \), the discrete Gaussian probability distribution over \( R^k \) with parameter \( \sigma^l \) and center \( c \), satisfies that the probability of each of the \( q^n \) possible outcomes is in the interval \( (1 \pm 2^{-\Omega(n)})q^{-nk} \) (and in particular is within statistical distance \( 2^{-\Omega(n)} \) of the uniform distribution over \( R_q^n \)).

Specifically, the above corollary (with \( k = 1 \)), implies that the encryption scheme is secure under Leakage Scenario II assuming \( s \geq 2n \cdot q^{n+2} \). Since \( \sigma := s \), where \( \sigma \) is the standard deviation of the secret key, it means that in order for the encryption scheme to be secure under Leakage Scenario II, we must simply sample the secret key from \( D_{r, 2n \cdot q^{n+2}} \), as opposed to \( D_{r, 2n \cdot q^{n+2/(nl)}} \). In particular, this means that the standard deviation should be increased from \( 2n \cdot q^{1/l+2/(nl)} \) (as in [33]) to \( 2n \cdot q^{n+2}. \)

### 5.3 Leakage Scenario III

We slightly change the encryption scheme from Section 4 so that the secret key is represented by a vector of dimension \( n' := l \cdot n + 1 \), where \( n \) is a power of two. Note that when \( n \) is a power of two, a spherical Gaussian in the coefficient representation is also a spherical Gaussian in the canonical embedding representation [31]. Thus, we can assume that the secret key is generated using the coefficient representation, where each coordinate is sampled independently from a discrete Gaussian, \( D_{Z,s'} \). During key sampling, an additional coordinate is sampled and stored together with the remainder of the secret key.

In this scenario, the adversary learns the magnitude of the secret key with channel error, where both secret key and error are sampled from Gaussian distributions. The motivation for this type of leakage is the following: Recall that each coordinate \( x_i \) of the secret key \( x \) is sampled from a discrete Gaussian distribution \( D_{R,s} \). When \( n \) is a power-of-two, this corresponds to sampling each coefficient of each \( x_i \) from a discrete Gaussian distribution \( D_{Z,s'} \) over the integers. To avoid large pre-computed tables, discrete Gaussian sampling is often implemented via rejection sampling [13,9]. Briefly, in rejection sampling we have a distribution \( D' \) that is sufficiently close to the target distribution \( D_{R,s} \), \( (D_{R,s}(x) \leq M \cdot D'(x)) \), where \( D_{R,s}(x) \), resp. \( D'(x) \), denotes the probability of \( x \) under distribution \( D_{R,s} \), resp. \( D' \). We sample \( x \) according to \( D' \), output \( x \) with probability \( p = \frac{D_{R,s}(x)}{M \cdot D'(x)} \) and reject with probability \( 1 - p \). In case of rejection the procedure is repeated. Concretely, in our setting, \( D' \) can correspond to a multi-dimensional binomial distribution (with parameters set such that \( D' \) is sufficiently close to \( D_{R,s} \)), for which sampling is straightforward. Note that the probability \( p \) of accept will depend on the probability of \( x \) under the Gaussian distribution, \( D_{R,s}(x) \), which in turn depends only on the magnitude of \( x \). Indeed, a recent attack on the BLISS signature scheme [19] exploited the fact that—due to optimizations—the computation of the probability of a secret value under the target distribution during the rejection sampling procedure allowed for the magnitude (norm) of this secret value to be recovered via a side-channel attack, which then led to a full break of the scheme. In the encryption setting, our result for Leakage Scenario III, which shows that the scheme from Section 4 is secure under leakage of a noisy version of \( \|x\| \), suggests that it may be better (from a security perspective) to sample the entire \( x \) from a multi-dimensional distribution \( D' \) and then apply rejection sampling to the entire vector at once, as opposed to performing the rejection sampling coordinate-by-coordinate, since in this case there is only one opportunity for leakage.

Our key observation for the analysis of Leakage Scenario III is that the probability of a particular secret key vector \( x \) under the conditional distribution corresponding to the view of the adversary still depends only on the magnitude of \( x \). This allows us to show that the pdf corresponding to the conditional distribution over \( x \), conditioned on the leakage has the form of a one-dimensional Gaussian, when viewing the pdf as a radial function over a single variable \( r = \|x\| \). Using properties of radial Fourier transforms, we are then able to analyze this setting.

Recall that a generic probability density function (PDF) of one dimensional Gaussian distribution is defined as:

\[
G(x, u, s) = \frac{1}{s} \exp \left( -\frac{(x - u)^2}{2s^2} \right),
\]

where \( u \) is mean, and \( s \) is standard deviation of the distribution.
We write probability density function of secret key \( X \) at value \( x = (x_1, \ldots, x_n') \), of which each coordinate is independently sampled from a Gaussian distribution with center at 0 and standard deviation \( s \), as

\[
G_X(x, s) = \prod_{i \in [n']} \frac{1}{s} \exp \left( -\frac{-\pi x_i^2}{s^2} \right) = \frac{1}{s^{n'}} \exp \left( -\frac{-\pi r^2}{s^2} \right) = G_R(r, s),
\]

where \( r \) is the magnitude of \( x \). It also can be viewed as probability density function of secret key magnitude \( R \), denoted as \( G_R(r, s) \). The error is sampled from a 1-dimensional Gaussian distribution with center 0. We write probability density function of error \( E \) at value \( y \) is

\[
G_E(y, v) = \frac{1}{v} \exp \left( -\frac{-\pi y^2}{v^2} \right).
\]

Let \( F_{Z|A}(Z = b) \) generically represent the probability density function of random variable \( Z \) at value \( b \), conditioned on event \( A \).

We can then derive the density function of secret key magnitude \( R \) given the value \( z \) of \(|R+E|\). In other words, the weight placed on a value \( x = (x_1, \ldots, x_n') \) by the conditional distribution depends only on the magnitude of \( x \) (i.e. \( r = \|x\| \)) and can be computed as:

\[
F_{R|{|R+E|}=z}(R = r) = \frac{G_R(r, s)G_E(z - r, v) + G_R(r, s)G_E(-z - r, v)}{\int_{R = R} G_R(|x|, s)G_E(z - |x|, v) dx + \int_{R = R} G_R(|x|, s)G_E(-z - |x|, v) dx}
\]

\[
= \frac{\int_{R = R} e^{-\frac{-\pi x^2}{s^2}} e^{-\frac{-(z-r)^2}{v^2}} dx + \int_{R = R} e^{-\frac{-\pi x^2}{s^2}} e^{-\frac{-(z+r)^2}{v^2}} dx}{\int_{R = R} e^{-\frac{-\pi x^2}{s^2}} e^{-\frac{|z-r|^2}{v^2}} dx + \int_{R = R} e^{-\frac{-\pi x^2}{s^2}} e^{-\frac{|z+r|^2}{v^2}} dx}.
\]

where \( N \) is the normalization factor.

It is easy to see that the probability density function \( F_{R|{|R+E|}=z}(R = r) \) is the sum of two Gaussian probability density functions center at \( \frac{z^2}{v^2+s^2} \) and \( -\frac{z^2}{v^2+s^2} \) respectively with the same standard deviation \( \sigma \).

Suppose \( v = s \), we have \( \sigma = \frac{1}{\sqrt{2}} \).

**Lemma 5.8.** Suppose \( v = s \), we can bound a center \( \frac{z^2}{v^2+s^2} \) from Equation 6 by \( \Pr \left( \frac{z^2}{v^2+s^2} \geq s\sqrt{n'} \right) \in 2^{-\Omega(n)} \).

**Proof.** Details can be found in Section E of supplementary material. \( \square \)

Recall that conditioned on the leakage, the weight placed by the conditional distribution on a vector \( x \in \mathbb{R}^{n'} \) is equivalent to \( F_{R|{|R+E|}=z}(R = r) \), where \( r = \|x\| \). Let \( \Psi_{\sigma,c}(x) := F_{R|{|R+E|}=z}(R = \|x\|) \) be the normalization of the function \( f(x) := e^{-\frac{-\pi (\|x|-c)^2}{s^2}} + e^{-\frac{-\pi (\|x|+\sigma)^2}{v^2}} \). As shown in Lemma 5.8 above, we have that with all but negligible probability, \( c := \frac{z^2}{v^2+s^2} \leq \sqrt{2} \cdot \sigma \sqrt{n'} \). We next present the following Theorem.

**Theorem 5.9.** Let \( R \) be the ring of integers in the \( m \)th cyclotomic number field \( K \) of degree \( n \), where \( n \) is a power of two. For positive integers \( k \leq l \leq \text{poly}(n) \), let \( A = [I_k|A] \in (R_q)^{k \times l} \), where \( I_k \in (R_q)^{k \times k} \) is the identity matrix and \( \bar{A} \in (R_q)^{k \times (l-k)} \) is uniformly random. Let \( c \leq \sqrt{2} \cdot \sqrt{n'} \cdot \sigma \) and let \( \sigma \geq \sqrt{\frac{\sqrt{2}}{n} \ln n'} \cdot 2n \cdot q^{k/2+2/(nl)} \). Define \( \Lambda^{\perp}(A)^+ \) as a direct product of \( \Lambda^{\perp}(A) \) and \( \mathbb{Z} \), written as \( \Lambda^{\perp}(A)^+ := \Lambda^{\perp}(A) \times \mathbb{Z} \). Then \( \Psi_{\sigma,c}(\Lambda^{\perp}(A)^+ \leq \frac{1}{\det(\Lambda^{\perp}(A)^+)} (1 + 2^{-\Omega(n)}) \) except with probability at most \( 2^{-\Omega(n)} \).

**Proof.** Note that \( \Lambda^{\perp}(A) \) is a lattice of even dimension \( l \cdot n \) (where \( n \) is a power of two), but Theorem 3.17 holds only for \( n' \) equal to \( 2^n + 1 \). Therefore, we define \( n' := l \cdot n + 1 \), and we have the \( n' \)-dimensional lattice \( \Lambda^{\perp}(A)^+ := \Lambda^{\perp}(A) \times \mathbb{Z} \). We have the following properties of \( \Lambda^{\perp}(A)^+ \), which can be verified by inspection:
(a) \( \Lambda^\perp (A^\perp)^\perp := \Lambda^\perp (A)^\perp \times \mathbb{Z} \);
(b) the shortest non-zero vector in \( (\Lambda^\perp (A^\perp)^\perp) \) is at least \( \min(\lambda_1 (\Lambda^\perp (A)^\perp), 1) \), where \( \lambda_1 (\Lambda^\perp (A)^\perp) \) denotes the shortest non-zero vector in \( \Lambda^\perp (A)^\perp \);

By Poisson summation formula, it is sufficient to show that with probability \( 1 - 2^{-\Omega(n)} \) over choice of \( A \), 
\[ \hat{\Psi}_{\sigma, c}(\Lambda^\perp (A)^\perp)^\perp) \leq 1 + 2^{-\Omega(n)} \], where \( \hat{\Psi}_{\sigma, c} \) denotes the Fourier transform of \( \Psi_{\sigma, c} \) over \( n' \) dimensions.

We first note that, over \( n' \) dimensions, \( \hat{\Psi}_{\sigma, c}(0) = 1 \). This follows due to the fact that by definition of Fourier transform, \( \hat{\Psi}_{\sigma, c}(0) := \int_{\mathbb{R}^{n'}} \Psi_{\sigma, c}(x) \, dx \). Since \( \Psi_{\sigma, c} \) is a normalized pdf, it must be the case that 
\[ \int_{\mathbb{R}^{n'}} \Psi_{\sigma, c}(x) \, dx = 1. \]

Thus, it remains to show that \( \hat{\Psi}_{\sigma, c}((\Lambda^\perp (A)^\perp)^\perp \setminus \{0\}) \leq 2^{-\Omega(n)}. \)

Towards showing this, we first let \( \beta = 2n \cdot q^{k/(l+2)/(nl)} \) for simplicity, and then use Theorem 3.17 to show that, when \( \kappa = \frac{\sqrt{n'} \beta}{\pi} \),
\[ \hat{\Psi}_{\sigma, c}(y) \leq n^{n'} \cdot e^{-2(\sigma^2 \cdot \pi \cdot \kappa^2)} \]
\[ \leq n^{n'} \cdot e^{-5(\sigma^2 \cdot \pi \cdot \kappa^2)/7} \cdot e^{-2(\sigma^2 \cdot \pi \cdot \kappa^2)/7} \]
\[ \leq e^{-2(\sigma^2 \cdot \pi \cdot \kappa^2)/7}, \]
where the last line follows since \( \sigma := \sqrt{\frac{7n'}{3n}} \ln n' \cdot 2n \cdot q^{k/(l+2)/(nl)} = \sqrt{\left(\frac{7n'}{3n}\right) \ln n'} \cdot \beta \) is chosen so that when \( \kappa \geq \frac{\sqrt{n'/\beta}}{\pi} \),
\[ e^{5(\sigma^2 \cdot \pi \cdot \kappa^2)/7} \geq n^{n'} = e^{n' \ln n'}. \]

Let \( Q := \sum_{\gamma \in (\Lambda^\perp (A^\perp)^\perp \setminus \{0\})} e^{-2(\sigma^2 \cdot \pi \cdot \kappa^2)/7}. \) Combining the above inequalities which hold when \( \kappa \geq \frac{\sqrt{n'/\beta}}{\pi} \), together with (b) and Corollary 3.15, which states that with probability \( 1 - 2^{-\Omega(n)} \) over choice of \( A \), the shortest non-zero vector in \( \Lambda^\perp (A)^\perp \) has length \( \kappa \geq \frac{\sqrt{n'/\beta}}{\pi} \), we conclude that an upper bound on \( Q \) yields an upper bound on the desired quantity, \( \hat{\Psi}_{\sigma, c}((\Lambda^\perp (A)^\perp)^\perp \setminus \{0\}) \).

Additionally note that when \( \kappa \geq \frac{\sqrt{n'/\beta}}{\pi} \), then
\[ e^{-2(\sigma^2 \cdot \pi \cdot \kappa^2)/7} = e^{-2(\sigma^2 \cdot \pi \cdot \kappa^2)/7} \cdot e^{-2(\sigma^2 \cdot \pi \cdot \kappa^2)/7} \leq e^{-1/5 \cdot n' \ln n'} \cdot e^{-2(\sigma^2 \cdot \pi \cdot \kappa^2)/7}, \]
where the inequality follows since (by above) \( e^{5(\sigma^2 \cdot \pi \cdot \kappa^2)/7} \geq n^{n'} = e^{n' \ln n'} \). So \( e^{-2(\sigma^2 \cdot \pi \cdot \kappa^2)/7} \leq n'^{-1/5 \cdot n' - 1/5 \cdot n'} \).

Moreover, recall that two applications of Poisson summation give:
\[ \sum_{\gamma \in (\Lambda^\perp (A^\perp)^\perp \setminus \{0\})} e^{-2(\sigma^2 \cdot \pi \cdot \kappa^2)/7} \leq 2n' \cdot \sum_{\gamma \in (\Lambda^\perp (A^\perp)^\perp \setminus \{0\})} e^{-2(\sigma^2 \cdot \pi \cdot \kappa^2)/7} \]
(8)

Combining the above, we have that
\[ Q \leq \sum_{\gamma \in (\Lambda^\perp (A^\perp)^\perp \setminus \{0\})} e^{-1/5 \cdot n' \ln n'} \cdot e^{-2(\sigma^2 \cdot \pi \cdot \kappa^2)/7} \]
\[ \leq e^{-1/5 \cdot n' \ln n'} \cdot 2n', \]
\[ \sum_{\gamma \in (\Lambda^\perp (A^\perp)^\perp \setminus \{0\})} e^{-2(\sigma^2 \cdot \pi \cdot \kappa^2)/7} \]
\[ = e^{-1/5 \cdot n' \ln n'} \cdot 2n' (1 + Q), \]
where the first inequality follows from (7) and the definition of \( Q \), the second inequality follows from (8), and the final equality follows from the definition of \( Q \).

Thus we have that \( (1 - e^{-1/5 \cdot n' \ln n'} \cdot 2n') Q \leq e^{-1/5 \cdot n' \ln n'} \cdot 2n' \cdot (1 + Q) \) which implies that \( Q \leq 2 \cdot e^{-1/5 \cdot n' \ln n'} \cdot 2n' \leq 2^{-n'+1} \leq 2^{-\Omega(n)} \), assuming \( n' \) is at least \( 2^{10} \).
Corollary 5.10. Let $R, n, q, k, l, σ$ and $c$ be as in Theorem 5.9. Assume that $A = [I_k][A] ∈ (R_q)_{k×l}$ is chosen as in Theorem 5.4. Then, with probability $1 − 2^{−Ω(n)}$ over the choice of $A$, the distribution of $A\bar{x} ∈ R_q^n$, where $(\bar{x}, x_n′) ∈ R^l × Z$ is chosen from $D_{R^l × Z, Ψ_{σ,c}}$, satisfies that the probability of each of the $q^{nk}$ possible outcomes is in the interval $(1 ± 2^{−Ω(n)})q^{−nk}$ (and in particular is within statistical distance $2^{−Ω(n)}$ of the uniform distribution over $R_q^n$).

Proof. Theorem 5.9 and Lemma 3.10 implies $∀(b, b_n′) ∈ R^l × Z, Ψ_{σ,c}(Λ^+(A)^+ + (b, b_n′)) ∈ det((Λ^+(A)^+)′)(1 − 2^{−Ω(n)})$, which means that if we choose a $n'$-dimensional vector from distribution $D_{R^l × Z, Ψ_{σ,c}}$ written as $\bar{x'} = (\bar{x}, x_n′)$, and let $(b, b_n′) = \bar{x'}$ mod $(Λ^+(A)^+)$, then the resulting distribution is within statistical distance $2^{−Ω(n)}$ to uniform distribution over $(R^l × Z)$ modulo $(Λ^+(A)^+)$. Due to the structure of $Λ^+(A)^+$, this also implies that the marginal distribution over $b$ is uniform over $(R^l)$ (modulo $(Λ^+(A)^+)$). Moreover, we can easily see that for $x′ = (x, x_n′)$, if $x′$ mod $(Λ^+(A)^+)$ = $(b, b_n′)$, then $A\bar{x} = A\textbf{b}$. Finally, since when $b$ is uniform random over $R^l$ modulo $Λ^+(A)$, we have that $A\textbf{b}$ is uniform random over $R_q^n$, the corollary follows.

Given the corollary, the analysis of Leakage Scenario III is complete. Specifically, the above corollary (with $k = 1$), implies that the encryption scheme is secure under Leakage Scenario III assuming $σ ≥ \sqrt{7/5} n/n' · \ln n' · 2n/\sqrt{q^{1+Ω(1)/4}}$. Since $s = \sqrt{2} \sigma$, where $s$ is the standard deviation of the secret key, it means that in order for the encryption scheme to be secure under Leakage Scenario III, we must simply sample the $(n' = (l · n + 1)$-dimensional) secret key from $D_{R, \sqrt{14/5} n/n' · \ln n' · 2n/\sqrt{q^{1+Ω(1)/4}}}$, as opposed to $D_{R, 2n /\sqrt{q^{1+Ω(1)/4}}}$. In particular, this means that the standard deviation should be increased by a factor of $\sqrt{14/5} n/n' · \ln n'$, beyond the parameters required by [33].
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Appendix

A Proof of Lemma 3.5

**Lemma 3.5.** For any $n$-dimensional lattice $\Lambda$ and $\varepsilon > 0$, $s := (s_1, \ldots, s_n) \in \mathbb{R}^n_+\backslash\{0\}$, and $c := (c_1, \ldots, c_n) \in \mathbb{R}^n$, if all of $s_1, \ldots, s_n < \eta_c(\Lambda^\vee)$ then

$$ \rho(1/s_1, \ldots, 1/s_n, c_1, \ldots, c_n)(\Lambda) \leq \left( \frac{\eta_c(\Lambda^\vee)}{s_1} \cdots \frac{\eta_c(\Lambda^\vee)}{s_n} \right) (1 + \varepsilon). $$

**Proof.** Applying Poisson summation formula twice, using the fact that for all vectors $x \in \mathbb{R}^n$, $\hat{\rho}(1/s_1, \ldots, 1/s_n, c_1, \ldots, c_n)(x) \leq (s_1)^{-1} \cdots (s_n)^{-1} \cdot \rho(s_1, \ldots, s_n)(x)$, and the fact that $\hat{\rho}(\Lambda^\vee) = \eta_c(\Lambda^\vee)^n \cdot \rho_{1/\eta_c(\Lambda^\vee)}$, we have:

$$ \rho(1/s_1, \ldots, 1/s_n, c_1, \ldots, c_n)(\Lambda) \leq \det(\Lambda)^{-1} (s_1)^{-1} \cdots (s_n)^{-1} \cdot \rho(s_1, \ldots, s_n)(\Lambda^\vee) $$

$$ \leq \det(\Lambda)^{-1} (s_1)^{-1} \cdots (s_n)^{-1} \cdot \rho_{\eta_c(\Lambda^\vee)}(\Lambda^\vee) $$

$$ = (s_1)^{-1} \cdots (s_n)^{-1} \cdot \eta_c(\Lambda^\vee)^n \cdot \rho_{1/\eta_c(\Lambda^\vee)}(\Lambda) $$

$$ \leq \left( \frac{\eta_c(\Lambda^\vee)}{s_1} \cdots \frac{\eta_c(\Lambda^\vee)}{s_n} \right) (1 + \varepsilon). $$

where the last inequality follows from the definition of $\eta_c(\Lambda^\vee)$.

B Proof of Lemma 3.10

**Lemma 3.10.** Let $\Lambda$ be an $n$-dimensional lattice and $\Psi$ a probability distribution over $\mathbb{R}^n$. If $\hat{\Psi}(\Lambda^\vee \setminus \{0\}) \leq \varepsilon$, then for any $c \in \mathbb{R}^n$, $\Psi(\Lambda + c) \in \det(\Lambda^\vee)(1 \pm \varepsilon)$.

**Proof.** First, since $\Psi$ is a pdf, we have that $\hat{\Psi}(0) = 1$. We have:

$$ \Psi(\Lambda + c) = \det(\Lambda^\vee) \sum_{y \in \Lambda^\vee} \hat{\Psi}(y) e^{2\pi i \langle c, y \rangle} $$

$$ \in \det(\Lambda^\vee) \left( 1 \pm \sum_{y \in \Lambda^\vee \setminus \{0\}} |\hat{\Psi}(y)e^{2\pi i \langle c, y \rangle}| \right) $$

$$ \subseteq \det(\Lambda^\vee) \left( 1 \pm \sum_{y \in \Lambda^\vee \setminus \{0\}} \hat{\Psi}(y) \right) $$

$$ \subseteq \det(\Lambda^\vee)(1 \pm \varepsilon), $$

where the equality follows from properties of the Fourier transform.

C Proof of Lemma 3.16

**Lemma 3.16.** Let $n' \in \mathbb{N}$ be odd, $x \in \mathbb{R}^{n'}$, $c \in \mathbb{R}$. Then

$$ \int_{\mathbb{R}^{n'}} e^{-\frac{\pi \|x\|^2}{\sigma^2}} + e^{-\frac{\pi \|x+c\|^2}{\sigma^2}} \, dx \geq \sigma^{n'}. $$

**Proof.** Let $f(x) := e^{-\frac{\pi \|x\|^2}{\sigma^2}} + e^{-\frac{\pi \|x+c\|^2}{\sigma^2}}$. Let $r = \|x\|$. Since $f$ is a radial function, we slightly abuse notation and denote by $f(r) := e^{-\frac{\pi r^2}{\sigma^2}} + e^{-\frac{\pi (r+c)^2}{\sigma^2}}$. Now, we have that

$$ \int_{\mathbb{R}^{n'}} f(x) \, dx = n' V_{n'} \int_0^\infty r^{n'-1} f(r) \, dr, $$

(9)
Proof.

Let \( \kappa \) expresses the volume of \( n' \)-dimensional ball \( V_{n'} = \frac{\pi^{n'/2}}{\Gamma(n'/2)} \). Since \( f \) is an even function and \( n' \) is odd, so \( r^{n'-1} \) is an even function, we have that \( r^{n'-1} f(r) \) is even and so

\[
\int_0^\infty r^{n'-1} f(r) \, dr = 1/2 \int_{-\infty}^\infty r^{n'-1} f(r) \, dr.
\]

Let \( a = \pi/\sigma^2 \). Since \( n' \) is odd, we now have that

\[
\int_{-\infty}^\infty e^{-a(r-c)^2} r^{n'-1} \, dr = \int_{-\infty}^\infty e^{-a t^2} (t + c)^{n'-1} \, dt = \int_{-\infty}^\infty e^{-a t^2} \sum_{j=0}^{n'-1} \binom{n'-1}{j} c^j t^{n'-1-j} \, dt
\]

\[
= \sum_{j=0}^{n'-1} \binom{n'-1}{j} c^j \int_{-\infty}^\infty e^{-a t^2} t^{n'-1-j} \, dt
\]

\[
= \sum_{j=0}^{n'-1} \binom{n'-1}{j} c^j \frac{1}{2} (-1)^j \left((-1)^{n'+1} + (-1)^j\right) a^{\frac{1}{2}(-n'+j)} \Gamma\left(\frac{n'-j}{2}\right)
\]

\[
= \sum_{j=0}^{n'-1} \binom{n'-1}{2j} c^{2j} a^{\frac{1}{2}(-n'+2j)} \Gamma\left(\frac{n'-2j}{2}\right)
\]

\[
\geq a^{-\frac{1}{2}n'} \Gamma\left(\frac{n'}{2}\right)
\]

Combining the above with (9) and (10) and substituting for \( a \), we get that \( \int_{R^{n'}} f(x) \, dx \geq \sigma^{n'} \), which completes the proof of the lemma. \(\square\)

**D Proof of Theorem 3.17**

**Theorem 3.17.** Let \( \Psi_{\sigma,c} \) denote the normalized pdf corresponding to the non-normalized function \( f(x) := e^{-\frac{\pi (\|x\|^2-c^2)}{2}} + e^{-\frac{\pi (\|x\|^2-c^2)}{2}} \), where \( x \) is a vector over \( n' \) dimensions. and let \( \widehat{\Psi}_{\sigma,c}(y) \) denote the \( n' \)-dimensional Fourier transform of \( \Psi_{\sigma,c} \). Let \( n' := l \cdot 2^a + 1 \), where \( l,a \) are positive integers and \( a > 2 \), and \( c \leq \sigma \cdot \sqrt{2} \cdot \sqrt{n'} \).

Then \( \widehat{\Psi}_{\sigma,c}(y) \leq \sigma^{n'} \cdot e^{-\pi \|y\|^2/2} \) for \( \|y\| > 1/\sigma \).

**Proof.** Let \( N \) be the normalization of \( f(x) \) over \( n' \) dimensions. We have from Lemma 3.16 that \( N \geq \sigma^{n'} \).

Thus, it remains to show that for \( n' := l \cdot 2^a + 1 \) and \( c \leq \sigma \cdot \sqrt{2} \cdot \sqrt{n'} \), \( \widehat{f}(y) \leq \sigma^{n'} \cdot c^{\frac{1}{2}n'} \cdot e^{-\pi \|y\|^2/2} \).

Let \( r := \|x\| \), we slightly abuse notation and view \( f \) as a function of \( r \). \( f(r) := e^{-\frac{\pi (r-c)^2}{2}} + e^{-\frac{\pi (r+c)^2}{2}} \). Since \( \Psi_{\sigma,c}(y) \) is a radial function, so is its Fourier transform, thus, we again slightly abuse notation and view \( F := \widehat{f} \) as a function of \( \kappa := \|y\| \). We may now use the formula for the radial Fourier transform of an \( n' \)-dimensional, radial function \( f \) to find \( F \) [22]:

\[
F(\kappa) = \kappa^{-\frac{(n'-2)}{2}} (2\pi)^{\frac{n'-2}{2}} \int_0^\infty r^{n'-2} f(r) J_{\frac{n'-2}{2}}(2\pi \kappa r) r \, dr,
\]

where \( J_{\frac{n'-2}{2}} \) denotes the Bessel function of the first kind of order \( \frac{n'-2}{2} \). The Bessel function of first kind of order \( \nu \) is defined as [45, Page 40]:

\[
J_{\nu}(z) := \sum_{j=0}^{\infty} (-1)^j \frac{(\frac{1}{2}z)^{\nu+2j}}{\Gamma(\nu+j+1)j!}.
\]

For half-integer order \( \nu := n + \frac{1}{2} \), there is a closed-form representation of \( J_{\nu} \). Specifically, it can be expressed as [45, Page 298]:

\[
J_{n+\frac{1}{2}}(z) := R_{n+\frac{1}{2}}(z) \left( \frac{2}{\pi z} \right)^{\frac{1}{2}} \sin z - R_{n-1,\frac{1}{2}}(z) \left( \frac{2}{\pi z} \right)^{\frac{1}{2}} \cos z.
\]
where \( R_{n,\nu}(z) \) and \( R_{n-1,\nu}(z) \) are Lommel polynomials defined as [45, Page 296]:

\[
R_{n,\nu}(z) = \sum_{j=0}^{\lfloor n/2 \rfloor} (-1)^j (n-j)! \Gamma(\nu+n-j) \left( \frac{z}{2} \right)^{2j-n}, \tag{14}
\]

where the \([x]\) means the largest integer not exceeding \(x\).

We now have:

\[
F(\kappa) = \kappa^{-(n'-2)/2} (2\pi) \int_0^\infty r^{n'-2} f(r) J_{\nu'-2}(2\pi\kappa r) dr \\
= \kappa^{-(n'-2)/2} (2\pi) \left( \int_0^\infty r^{n'-2} f(r) \left( \sum_{j=0}^{\lfloor n'-3 \rfloor} c_j \left( \frac{2\pi\kappa r}{2} \right)^{2j-n'} \right) \left( \frac{2}{2\pi^2\kappa r} \right)^{\frac{1}{2}} \sin(2\pi\kappa r) dr \right. \\
\left. + \int_0^\infty r^{n'-2} f(r) \left( \sum_{j=0}^{\lfloor n'-5 \rfloor} c'_j \left( \frac{2\pi\kappa r}{2} \right)^{2j-n'} \right) \left( \frac{2}{2\pi^2\kappa r} \right)^{\frac{1}{2}} \cos(2\pi\kappa r) dr \right), \tag{15}
\]

where the first equality follows from (11), the second equality follows from (13), (14) and the settings of
\( c_j := \frac{(-1)^j (n'-3-j)! \Gamma(\nu'-3+2j) \Gamma(\nu'+j)}{j! (n'-3-2j)! \Gamma(\nu'+2j)} \) and \( c'_j := \frac{(-1)^j (n'-5-j)! \Gamma(\nu'+j) \Gamma(\nu'+2j)}{j! (n'-5-2j)! \Gamma(\nu'+2j)} \).

In order to bound (15), we will individually upper bound

\[
\text{I:} \quad \left| \int_0^\infty r^{n'-2} f(r) \left( \sum_{j=0}^{\lfloor n'-3 \rfloor} c_j \left( \frac{2\pi\kappa r}{2} \right)^{2j-n'} \right) \left( \frac{2}{2\pi^2\kappa r} \right)^{\frac{1}{2}} \sin(2\pi\kappa r) dr \right|
\]

and

\[
\text{II:} \quad \left| \int_0^\infty r^{n'-2} f(r) \left( \sum_{j=0}^{\lfloor n'-5 \rfloor} c'_j \left( \frac{2\pi\kappa r}{2} \right)^{2j-n'} \right) \left( \frac{2}{2\pi^2\kappa r} \right)^{\frac{1}{2}} \cos(2\pi\kappa r) dr \right|.
\]

Recalling that \( f(r) = e^{-\frac{\pi(\kappa - \sigma)^2}{\sigma^2}} + e^{-\frac{\pi(\kappa + \sigma)^2}{\sigma^2}} \), we have that
Thus, we have that

\[ n \text{ function.} \]

A on upper bounding the term as above, we integrate each term separately. Since the analysis is essentially the same for each term, we focus where the second equality follows since \( f(r) \) is an even function, \( \cos(2\pi kr) \) is an even function and for \( n' = l \cdot 2^a + 1 \), all powers of \( r \) in the integrand are even, which means that the entire integrand is an even function.

To compute an upper bound on

\[ \left| \int_{-\infty}^{\infty} r^{j+2} \left( e^{-\frac{\pi(r-c)^2}{\sigma^2}} + e^{-\frac{\pi(r+c)^2}{\sigma^2}} \right) (e^{i2\pi kr} + e^{-i2\pi kr}) \mathrm{d}r \right| \]  

as above, we integrate each term separately. Since the analysis is essentially the same for each term, we focus on upper bounding the term \( A := \left| \int_{-\infty}^{\infty} e^{-\frac{\pi(r-c)^2}{\sigma^2}} e^{2\pi ikr} \mathrm{d}r \right| = \left| e^{-\pi \sigma^2 + 2\pi i\sigma} \int_{-\infty}^{\infty} e^{-\pi \sigma^2 (r - (c + i\sigma)^2)^2} \mathrm{d}r \right| \):

\[
A = \left| e^{-\pi \sigma^2 - 2\pi i\sigma} \right| \cdot \int_{-\infty}^{\infty} r^{j+2} e^{-\pi \sigma^2 (r - (c + i\sigma)^2)^2} \mathrm{d}r
\]

\[
\leq e^{-\pi \sigma^2 - 2\pi i\sigma} \int_{-\infty}^{\infty} \left( \frac{\sigma}{\sqrt{\pi}} r' \right. \left. + (c + i\sigma)^2 \right)^{2j+2} e^{-r^2 \frac{\sigma}{\sqrt{\pi}}} \mathrm{d}r'
\]

\[
= e^{-\pi \sigma^2 - 2\pi i\sigma} \int_{-\infty}^{\infty} \sigma^{2j+2} \left( \frac{1}{\sqrt{\pi}} r' + \frac{c}{\sigma} + i\kappa \sigma \right)^{2j+2} e^{-r^2 \frac{\sigma}{\sqrt{\pi}}} \mathrm{d}r'
\]

\[
\leq e^{-\pi \sigma^2 - 2\pi i\sigma} \int_{-\infty}^{\infty} \sigma^{2j+2} \left( \frac{1}{\sqrt{\pi}} r' + \frac{c}{\sigma} + i\kappa \sigma \right)^{2j+2} e^{-r^2 \frac{\sigma}{\sqrt{\pi}}} \mathrm{d}r'
\]

\[
\leq e^{-\pi \sigma^2 - 2\pi i\sigma} \left( \frac{\sigma}{\sqrt{\pi}} \right)^{2j+3} \left( \frac{c}{\sigma} + i\kappa \sigma \right)^{2j+2} \left( \frac{3}{2} + j \right) \int_{-\infty}^{\infty} r^{2j+2} e^{-r^2} \mathrm{d}r
\]

\[
\leq e^{-\pi \sigma^2 - 2\pi i\sigma} \left( \frac{\sigma}{\sqrt{\pi}} \right)^{2j+3} \left( \frac{c}{\sigma} + i\kappa \sigma \right)^{2j+2} \left( \frac{3}{2} + j \right) \Gamma \left( \frac{3}{2} + j \right)
\]

Thus, we have that

\[
(17) \leq \left( \frac{\sigma}{\sqrt{\pi}} \right)^{2j+3} e^{-\pi \sigma^2 - 2\pi i\sigma} \left( \frac{3}{2} + j \right) \left( \frac{2j+2}{j+1} \right) \left[ 4 \left( \frac{c}{\sigma} + i\kappa \sigma \right)^{2j+2} \right]
\]
Plugging the above back into (16), and recalling that \( |c'_j| = \frac{(\binom{\ell}{2j} - 1)! \Gamma(\frac{3}{2} + \frac{\ell}{2} - j)}{j!(\frac{3}{2} - \ell - 2j)! \Gamma(\frac{3}{2} + \ell + j)} \), we have that

\[
\Pi \leq 1/2 \left( \frac{1}{4\pi^2\kappa} \right)^{\frac{1}{2}} \left| \sum_{j=0}^{\frac{n'-5}{2}} |c'_j| (\pi\kappa)^{2j-\frac{n'+3}{2}} \left( \frac{\sigma}{\sqrt{\pi}} \right)^{2j+3} e^{-\pi\kappa^2\sigma^2} \Gamma\left( \frac{3}{2} + j \right) \left( \frac{2j + 2}{\sigma} \right)^{2j+2} \right| \]

\[
\leq 1/2 \left( \frac{1}{4\pi^2\kappa} \right)^{\frac{1}{2}} \left| \sum_{j=0}^{\frac{n'-5}{2}} (\pi)^j \frac{n'-5}{j} \left( \frac{2j + 2}{\sigma} \right)^{2j+2} \right| \]

\[
\leq 1/2 \left( \frac{1}{4\pi^2\kappa} \right)^{\frac{1}{2}} \left| \sum_{j=0}^{\frac{n'-5}{2}} \sigma^{2j+3} c^{2j+2} \left( \kappa \right)^{4j-\frac{n'+5}{4}} \right|
\]

Where the last inequality follows since \( \binom{n}{l} \leq 2^n \) and \( n! \leq n^n \). We now turn to upper-bounding \( I \). Recalling that \( f(r) = e^{-\frac{\pi(r-c)^2}{\sigma^2}} + e^{-\frac{\pi(r+c)^2}{\sigma^2}} \), we have that

\[
I = \left| \int_{0}^{\infty} r^{n'-2} f(r) \left( \sum_{j=0}^{\frac{n'-3}{2}} c_j \left( \frac{2\pi\kappa^2}{2} \right)^{2j-\frac{n'+3}{2}} \right) \left( \frac{2}{2\pi^2\kappa^2} \right)^{\frac{1}{2}} \sin(2\pi\kappa r) r \, dr \right|
\]

\[
= 1/2 \left| \int_{-\infty}^{\infty} r^{n'-2} f(r) \left( \sum_{j=0}^{\frac{n'-3}{2}} c_j \left( \frac{2\pi\kappa^2}{2} \right)^{2j-\frac{n'+3}{2}} \right) \left( \frac{2}{2\pi^2\kappa^2} \right)^{\frac{1}{2}} \left( \frac{\Gamma(2\pi\kappa r - e^{-2\pi\kappa r})}{2i} \right) r \, dr \right|
\]

\[
\leq 1/2 \left( \frac{1}{4\pi^2\kappa} \right)^{\frac{1}{2}} \left| \int_{-\infty}^{\infty} r^{n'-2} f(r) \left( \sum_{j=0}^{\frac{n'-3}{2}} c_j \left( \frac{2\pi\kappa^2}{2} \right)^{2j-\frac{n'+3}{2}} \right) \left( \frac{2}{2\pi^2\kappa^2} \right)^{\frac{1}{2}} \left( \Gamma(2\pi\kappa r - e^{-2\pi\kappa r}) \right) \, dr \right|
\]

\[
\leq 1/2 \left( \frac{1}{4\pi^2\kappa} \right)^{\frac{1}{2}} \left| \sum_{j=0}^{\frac{n'-3}{2}} |c_j| (\pi\kappa)^{2j-\frac{n'+3}{2}} \left| \int_{-\infty}^{\infty} r^{2j+1} \left( e^{-\frac{\pi(r-c)^2}{\sigma^2}} + e^{-\frac{\pi(r+c)^2}{\sigma^2}} \right) \left( \Gamma(2\pi\kappa r - e^{-2\pi\kappa r}) \right) \, dr \right| \right|
\]

where the second equality follows since \( f(r) \) is an even function, \( \sin(2\pi\kappa r) \) is an odd function and for \( n' = l \cdot 2^a + 1 \), all powers of \( r \) in the integrand are odd, which means that the entire integrand is an even function.

To compute an upper bound on

\[
\int_{-\infty}^{\infty} r^{2j+1} \left( e^{-\frac{\pi(r-c)^2}{\sigma^2}} + e^{-\frac{\pi(r+c)^2}{\sigma^2}} \right) \left( \Gamma(2\pi\kappa r - e^{-2\pi\kappa r}) \right) \, dr \quad (19)
\]

as above, we integrate each term separately. Since the analysis is essentially the same for each term, we focus on the term \( B := \left| \int_{-\infty}^{\infty} e^{-\frac{\pi(r-c)^2}{\sigma^2}} \left( \Gamma(2\pi\kappa r - e^{-2\pi\kappa r}) \right) \, dr \right| = e^{-\pi\kappa^2\sigma^2 + 2\pi\kappa c} \int_{-\infty}^{\infty} e^{-\pi\sigma^{-2}(r-(c+i\kappa\sigma))^2} \, dr \).
\[ B = |e^{-\pi \kappa^2 \sigma^2 + 2\pi \kappa c}| \int_{-\infty}^{\infty} r^{2j+1} e^{-\pi \sigma^{-2}(r-(c+i\kappa \sigma^2))^2} \, dr \]
\[ \leq e^{-\pi \kappa^2 \sigma^2} \int_{-\infty}^{\infty} r^{2j+1} e^{-\pi \sigma^{-2}(r-(c+i\kappa \sigma^2))^2} \, dr \]
\[ = e^{-\pi \kappa^2 \sigma^2} \left[ \int_{-\infty}^{\infty} \left( \frac{\sigma}{\sqrt{\pi}} r' + (c + i\kappa \sigma^2) \right)^{2j+1} e^{-r'^2} \, dr' \right] \]
\[ \leq e^{-\pi \kappa^2 \sigma^2} \left[ \int_{-\infty}^{\infty} \left( \frac{\sigma}{\sqrt{\pi}} r' + (c + \kappa \sigma^2) \right)^{2j+1} e^{-r'^2} \, dr' \right] \]
\[ \leq e^{-\pi \kappa^2 \sigma^2} \left( \frac{\sigma}{\sqrt{\pi}} \right)^{2j+2} \left( \frac{c}{\sigma} + \kappa \sigma \right)^{2j+1} \left( \frac{2j+1}{j+1} \right) \int_{-\infty}^{\infty} r'^{2j} e^{-r'^2} \, dr' \]
\[ \leq e^{-\pi \kappa^2 \sigma^2} \left( \frac{\sigma}{\sqrt{\pi}} \right)^{2j+2} \left( \frac{c}{\sigma} + \kappa \sigma \right)^{2j+1} \left( \frac{2j+1}{j+1} \right) \Gamma \left( \frac{1}{2} + j \right) \]
\[ \leq e^{-\pi \kappa^2 \sigma^2} \left( \frac{\sigma}{\sqrt{\pi}} \right)^{2j+2} \left( \frac{c}{\sigma} + \kappa \sigma \right)^{2j+1} \left( \frac{2j+1}{j+1} \right) \Gamma \left( \frac{1}{2} + j \right) \]

Thus, we have that

\[ (19) \leq \left( \frac{\sigma}{\sqrt{\pi}} \right)^{2j+2} e^{-\pi \kappa^2 \sigma^2} \Gamma \left( \frac{1}{2} + j \right) \left( \frac{2j+1}{j+1} \right) \left[ 4 \left( \frac{c}{\sigma} + \kappa \sigma \right)^{2j+1} \right] \]

Plugging the above back into (18), and recalling that \( |c_j| = \frac{(n-j-1)!^2}{j!(\frac{n}{2} - j)!^2} \), we have that

\[ I \leq 1/2 \left( \frac{1}{2\pi \kappa} \right)^{\frac{1}{2}} \sum_{j=0}^{\frac{n-j-1}{2}} \left| c_j \right| \left( \pi \kappa \right)^{2j+\frac{n-j-1}{2}} \left( \frac{\sigma}{\sqrt{\pi}} \right)^{2j+2} e^{-\pi \kappa^2 \sigma^2} \Gamma \left( \frac{1}{2} + j \right) \left( \frac{2j+1}{j+1} \right) \left( \frac{c}{\sigma} \right)^{2j+1} \left( \kappa \sigma \right)^{2j+1} \]
\[ \leq 1/2 \left( \frac{1}{2\pi} \right) e^{-\pi \kappa^2 \sigma^2} \sum_{j=0}^{\frac{n-j-1}{2}} \left( \frac{\sigma}{\sqrt{\pi}} \right)^{2j+2} \left( \frac{c}{\sigma} \right)^{2j+1} \left( \frac{2j+1}{j+1} \right) \Gamma \left( \frac{n+1}{2} - 1 - j \right) \sigma^{2j+2} \kappa^{2j+1} \left( \kappa \right)^{4j-\frac{n-j-1}{2}+3} \]
\[ \leq 1/2 \left( \frac{1}{2\pi} \right) e^{-\pi \kappa^2 \sigma^2} \left( n' \cdot 2^{\frac{n}{2}} \cdot n'^{\frac{1}{2}} \right) \sum_{j=0}^{\frac{n-j-1}{2}} \sigma^{2j+2} \kappa^{2j+1} \left( \kappa \right)^{4j-\frac{n-j-1}{2}+3} \]

Where the last inequality follows since \( \binom{n-j}{j} \leq 2^n \) and \( n' \leq n^n \). Finally, plugging into (15), and recalling that \( c \leq \sigma \cdot \sqrt{2} \cdot \sqrt{n'} \) and \( \kappa > \frac{1}{\sigma} \), we obtain:

\[ F(\kappa) \leq 1/2 \left( \frac{1}{2\pi} \right) e^{-\pi \kappa^2 \sigma^2} \left( n' \cdot 2^{\frac{n}{2}} \cdot n'^{\frac{1}{2}} \right) \left( \sum_{j=0}^{\frac{n-j-1}{2}} \sigma^{2j+3} \kappa^{4j-n'+5} + \sum_{j=0}^{\frac{n-j-1}{2}} \sigma^{2j+2} \kappa^{2j+1} \right) \]
\[ \leq \sigma^{n'} \cdot n'^{n'} \cdot e^{-\pi \kappa^2 \sigma^2} \]

\[ \square \]

**E Proof of Lemma 5.8**

**Theorem E.1.** Given a random variable \( Y \) chosen from a Gaussian distribution \( G_E(y, v) = \frac{1}{2} \exp \left( \frac{-\pi y^2}{v^2} \right) \), \( Y \) is upper bounded by \( v \sqrt{n'} \) except for negligible probability, written as \( Pr \left( Y \geq v \sqrt{n'} \right) \in 2^{-\Omega(n)} \).
Proof. \( \Pr(Y \geq y) = \Pr(X \geq x) \), where \( X = \frac{\sqrt{2\pi Y}}{v} \) is a standard normal, \( x = \frac{\sqrt{2\pi y}}{v} \). By using Chernoff bound and calculating exponential moment of standard normal distribution, we have, for any \( \lambda > 0 \).

\[
\Pr(X \geq x) \leq \frac{E[e^{\lambda X}]}{e^{\lambda x}} = e^{\lambda^2/2 - \lambda x},
\]

Set \( \lambda = x \) and \( y = v\sqrt{n'} \), then \( \Pr\left(Y \geq v\sqrt{n'}\right) \leq e^{-x^2/2} = e^{-\pi n'} \). The lemma follows.

Lemma 5.8. Suppose \( v = s \), we can bound a center \( \frac{zs^2}{v^2 + s^2} \) from Equation 6 by \( \Pr\left(\frac{zs^2}{v^2 + s^2} \geq s\sqrt{n'}\right) \in 2^{-\Omega(n)} \).

Proof. Using union bound, we have

\[
\Pr\left(\frac{zs^2}{v^2 + s^2} \geq s\sqrt{n'}\right) = \Pr\left(\frac{z}{2} \geq s\sqrt{n'}\right) \\
\leq \Pr\left(R + E \geq 2s\sqrt{n'}\right) + \Pr\left(-R - E \geq 2s\sqrt{n'}\right) \\
\leq \Pr\left(R \geq s \cdot \sqrt{n'}\right) + \Pr\left(E \geq v\sqrt{n'}\right) + \Pr\left(E \geq v\sqrt{n'}\right)
\]

By Lemma 3.9 and Lemma E.1, we deduce that \( \Pr\left(\frac{zs^2}{v^2 + s^2} \geq s\sqrt{n'}\right) \in 2^{-\Omega(n)} \).