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Solution: By projection, in the special case where the reference vectors (i.e., columns of $\mathbf{V}$ ) are mutually orthogonal.

$$
(\forall k) \quad c_{k}=\frac{\left\langle\mathbf{v}^{(k)}, \mathbf{s}\right\rangle}{\left\|\mathbf{v}^{(k)}\right\|^{2}}
$$

