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Abstract

The paper is devoted to the quantum implementation of the decoding of the (classical) simplex
code of length n. The implementation attempts at trading off time complexity with circuit com-
plexity of decoding. We suggest a quantum decoding algorithm that operates on a circuit of size
O(log2 n) and has time complexity O(log2 n). It also requires an additional circuit of size O(n)
needed to gain bitwise access to the input vector. The best known classical parallel algorithm for
this problem requires circuit size O(n log n) and time O(log n).
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1 Introduction

Recently it has been shown [10], [7] that quantum algorithms can solve search problems significantly
faster than classical computations. These discoveries generated a large amount of research (see [11]).
However, it is also noted that scaling up quantum circuit seems to be extraordinarily expensive and
may present fundamental difficulties because of the decoherence problem and the precision problem in
quantum computation (see e.g. [10]). Therefore, in some cases, it could be helpful to have quantum
algorithms that can be implemented using circuits of small sizes while not sacrificing much in running
time. With this motivation, we study in this paper the issue of trading off time complexity with circuit
complexity in designing quantum algorithms for the decoding problem of binary linear codes.

The size of a quantum circuit is defined as the number of quantum gates (on constant number of
input qubits) used in the circuit. The circuit complexity of a quantum algorithm is the size of the
smallest quantum circuit that implements the algorithm.

Designing quantum algorithms for search problems is usually not straightforward. A question
raised in [2] was whether it is possible to design quantum decoding algorithms for good (classical)
codes. Here we show that the circuitry related to the decoding of the binary simplex code can be
reduced significantly using quantum parallelism.

The problem that we study has a rather low classical complexity. It turns out that while the
quantum approach provides a considerable reduction in the size of the computation part of the circuit,
“reading the input” actually takes the most part of the circuit. Therefore, throughout the paper
we consider quantum circuits consisting of two distinct components: the input sub-circuit and the
computation sub-circuit. The size of a quantum circuit is the sum of the sizes of its two components.
The input sub-circuit is the part of the quantum circuit that takes n input qubits and additional log n
qubits as index i, and outputs the i-th qubit of the input corresponding to the index. So to speak, the
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input sub-circuit provides the later computation with bit-wise access to the input. It is well known
that there exists a classical circuit of size O(n) that can implement this in time O(log n). Following a
by now standard fact (see, e.g., §3 in [10]), this classical computation can be made reversible for only
a constant factor increase in time and circuit size. Therefore, the input sub-circuit is of size O(n) and
takes time O(log n). The computation sub-circuit is the part of the quantum circuit that performs the
actual computation given the bit-wise access to the input qubits provided by the input sub-circuit.

Let C ⊆ Zn
2 be a binary linear code. The decoding mapping δ : Zn

2 → C is defined as follows:

δ(x) = c ⇔ d(x, c) = d(x, C),

where d is the Hamming metric and d(x, C) is the shortest distance from x to the code. If this
condition is satisfied for several code vectors c, the value of δ is chosen arbitrarily from them. The
algorithmic decoding problem is to implement the function δ. It is known [4] that for arbitrary (linear)
code this problem is NP-hard. On the other hand, as an immediate consequence of Grover’s quantum
search algorithm [7], the decoding of any (not necessarily linear) code of length n can be solved on a
quantum computer of circuit size O(n|C|1/2) in time O(n|C|1/2), which is essentially optimal following
a result in [3].

In this paper we take C to be the binary simplex code. The classical parallel algorithm decoding
the binary simplex code has time complexity O(log n) and circuit complexity O(n log n) [9]. It is not
known whether the O(n log n) circuit size can be reduced even at the cost of increasing the running
time of the algorithm. We show, however, that there exists a quantum probabilistic algorithm that
can be implemented by a circuit of size O(n), where the size of the computation sub-circuit is only
O(log2 n), and runs in time O(log2 n). However, we have to somewhat restrict the mapping. Namely,
let c ∈ C, let θ ∈ (0, 1), and define

Dθ(c) := {x ∈ Zn
2 : ∀c′∈C, c′ 6=c d(c,x)− d(c′,x) ≤ −θn}, (1)

Eθ(c) := {x ∈ Zn
2 : ∀c′∈C, c′ 6=c d(c,x) + d(c′,x) ≤ (1− θ)n}. (2)

Let Dθ(C) = ∪c∈CDθ(c) and Eθ(C) = ∪c∈CEθ(c).
Let δθ be a restriction of δ to the intersection Dθ(C) ∩ Eθ(C). The algorithm implementing δθ

that we construct, has time complexity O(log2 n) and the probability of decoding error n−c, where the
exponent depends on θ.

2 Preliminaries

Let n = 2m, where m is a positive integer. We shall use both numbers v ∈ {0, 1, . . . , n− 1} and their
binary expansions. To tell the one from the other, we denote by ~v the vector of coefficients of the
binary expansion of v. To any vector x ∈ Zn

2 we associate a function

fx : Zm
2 → Z2

~v 7→ xv

such that its value on ~v is equal to the vth bit of x. This defines a bijection between the set of Boolean
functions of m arguments and Zn

2 . By abuse of notation, below we use bold symbols to denote both
the function and the vector of its values. For instance, c(~v) means the vth bit of a vector c ∈ Zn

2 .
The functional representation of Zn

2 is convenient in the study of Reed-Muller codes and their
subcodes since one can define the code by specifying a subset of functions. In particular, the dual
space (Zm

2 )∗, i.e., the space of all linear functions {
∑m

i=1 uivi} on Zm
2 , defines an [n = 2m,m, 2m−1]
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linear code C (the simplex code extended by an all-zero column). In other words, a code vector c ∈ C
has the form (c0, c1, . . . , cn−1), where cv = 〈~u,~v〉 and 〈·, ·〉 is the standard dot product on Zm

2 . The
encoding procedure is given by the isomorphism (Zm

2 )∗ ∼= C ⊂ Zn
2 . The code vector corresponding to

a message ~u ∈ (Zm
2 )∗ (the image of the covector ~u under this isomorphism) is denoted by c~u. By the

Plotkin bound, the covering radius of C is ρ(C) = 2m−1.
An obvious consequence of the definition of C is as follows: for every 2 code vectors c1 6= c2 we

have
d(c1, c2) = 2m−1 =

n

2
. (3)

Given any vector r ∈ Zn
2 , define the function Fr : Zm

2 → {−1, 1} by

Fr(~v) = (−1)r(~v).

Definition 2.1 The function

F̂r : Zm
2 → C

~u 7→
∑

~v∈Zm
2

Fr(~v)(−1)〈~u,~v〉

is called the Walsh-Hadamard transform of the function Fr (equivalently, of the vector ~u ∈ Zm
2 ).

Note that one can think of F̂r as of the mapping defined on (Zm
2 )∗. Note also that

∑
~u F̂ 2

r (~u) = 22m

by the Parseval identity.
We can also rewrite the definition of F̂r as follows:

F̂r(~u) =
∑

~v∈Zm
2

(−1)r(~v)+〈~u,~v〉.

This implies the following proposition, which forms the basis for the decoding algorithm of C.

Proposition 2.1 For any r ∈ Zn
2 and any ~u ∈ (Zm

2 )∗,

F̂r(~u) = n− 2d(r, c~u).

To define a quantum-mechanical implementation of this algorithm, we shall represent vectors as
states of quantum systems. An individual bit is represented by a 2-dimensional complex linear space,
called qubit. The computation is built as a sequence of unitary operations composed from the two
basic blocks, the quantum Walsh-Hadamard transform

W2 =
1√
2

(
1 1
1− 1

)
and the conditional sign-shift transform

P2 =
(

1 0
0− 1

)
.

Qubits are combined into larger quantum systems, which is expressed by the direct (tensor) product of
the corresponding linear spaces. Likewise, operators acting on these systems will be formed by taking
tensor products of the basic operations. For instance, the Walsh-Hadamard transform on a system of
m qubits is given by Wm

2 := W⊗m
2 , etc.
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3 The algorithm

The algorithm that we propose depends on the θ introduced in (1)-(2), and a parameter c0 (a positive
integer), which accounts for a tradeoff between the probability of decoding error Pe and the complexity.
Namely, if the algorithm is iterated t = c0 lnn times, then Pe = n−c, where c depends both on c0 and
θ (see Lemma 4.1 below).

Let r ∈ Zn
2 be the received vector. Our decoding algorithm will most probably output the closest

code vector of C if r ∈ Dθ ∩Eθ. Note the following consequences of definitions (1)-(2). If r ∈ Dθ ∩Eθ

and c = δθ(r) is the code vector closest to r, then we can solve the inequalities with respect to d(r, c)
to obtain

d(r, c) ≤ n(
1
2
− θ). (4)

Next, by (3) we obtain, for any code vector c′ 6= c,

d(r, c′) ≥ 1
2
n(

1
2

+ θ). (5)

In general, we do not have a more intuitive description of the decoding region. However, it is not
difficult to see that ( ⋃

c∈C

Sn( 1
4
−θ)(c)

)
⊂ (Dθ ∩ Eθ),

where Su(c) is the metric ball of radius u centered at c, and that the inclusion is proper.

The decoding algorithm A(c0, θ) accepts as input a received vector r and consists of the following
steps.

1. Initialize the system to be in the zero-state |~0〉|0〉 where the first register has m qubits and the
second one is a 1-qubit register.

2. Apply the transform Wm
2 to the first register. Formally this corresponds to computing

σ1 := (Wm
2 ⊗ I2)(|~0〉|0〉) = Wm

2 |~0〉I2|0〉 = 2−
m
2

∑
~v∈Zm

2

|~v〉|0〉,

where I2 denotes the 2-dimensional identity transform.

3. In quantum parallelism, store the v-th bit r(~v) of the received word r in the second register,
producing

σ2 := 2−
m
2

∑
~v∈Zm

2

|~v〉|r(~v)〉.

The unitariness of this computation has been discussed in many related works (see, e.g., [10]).

4. Apply the conditional sign-shift transform P2 to the second register:

σ3 := (Im
2 ⊗ P2)σ2 = 2−

m
2

∑
~v∈Zm

2

(−1)r(~v)|~v〉|r(~v)〉.

5. Apply the inverse transform of Step (3) to the second register, producing

σ4 := 2−
m
2

∑
~v∈Zm

2

(−1)r(~v)|~v〉|0〉.
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6. Apply the transform Wm
2 to the first register:

(Wm
2 ⊗ I2)σ4 = 2−m

∑
~v∈Zm

2

(−1)r(~v)
∑

~u∈(Zm
2 )∗

(−1)<~u,~v>|~u〉|0〉 =
∑

~u∈(Zm
2 )∗

F̂r(~u)
n

|~u〉|0〉,

where the last equality follows by Definition 2.1. From the Parseval identity we see that the last
superposition is well defined.

7. Measure the first register, obtaining a certain vector ~u.

8. Repeat Steps (1)-(7) t = c0 lnn times. Set the decoding result to the vector ~u obtained the
greatest number of times by the measurements in Step (7).

Except for Steps 3,5 and 8, the amount of quantum bit operations performed in the computation is
clearly O(m) = O(log n) and the computation can be implemented by circuits of size O(log n). Step 3
can be implemented using an input sub-circuit of size O(n) that takes time O(log n), and so can Step
5, the inverse of Step 3. Since these steps need to be repeated t = O(log n) times (applying the same
input sub-circuit), the overall time complexity is O(log2 n). Finally we have to find the vector that
appears most of the O(log n) iterations of the algorithm, i.e., to perform Step 8. This can be done
by a circuit of size O(log2 n) in time O(log n). Thus the total circuit size is O(n) with computation
sub-circuit of size O(log2 n).

4 Probability of decoding error

Let r ∈ Zn
2 be a vector. Suppose r ∈ Dθ(C) ∪ Eθ(C) and let ~ur ∈ (Zm

2 )∗ be the message that
corresponds to the code vector δθ(r). As above, we denote this code vector by c~ur

. In this section we
prove that the probability Pe that the algorithm fails to find this code vector given r as the input,
behaves as n−c.

We need Chernoff-type bounds on large deviations. The following technical result can be found,
for instance, in [8], [1].

Lemma 4.1 Let X1, X2, . . . , Xt be i.i.d. Bernoulli variables such that for 1 ≤ i ≤ t, Pr[Xi = 1] = p,
where p ∈ (0, 1). Let X =

∑t
i=1 Xi and thus µ = E[X] = pt. Then for any 0 < δ < 1,

Pr[X < (1− δ)µ] < e−
δ2µ
2 .

This enables us to prove the following result.

Theorem 4.1 For any vector r ∈ Dθ(C)∩Eθ(C), Algorithm A(c0, θ) fails to return ~ur with probability
Pe ≤ n−c, where c = 32c0θ

6 − 1.

Proof: The probability that ~u is obtained in a measurement in Step 7 of the algorithm equals
p~u = |F̂r(~u)|2

n2 . Let Xi(~u), 1 ≤ i ≤ t, be the Bernoulli random variables such that Xi(~u) = 1 according
as ~u is the result of the measurement in iteration i or not. Let

X(~u) =
t∑

i=1

Xi(~u).
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Then the expected number of times that ~u is obtained in t measurements is E[X(~u)] = p~ut. We have

E[X(~ur)]− E[X(~u)] = (p~ur
− p~u)t =

t

n2

[
|F̂r(~ur)|2 − |F̂r(~u)|2

]
=

t

n2
(|F̂r(~ur)| − |F̂r(~u)|)(|F̂r(~ur)|+ |F̂r(~u)|). (6)

Now, since c~ur
is the closest code vector to r and since the covering radius of C is n

2 , we have

F̂r(~ur) = n− 2d(c~ur
, r) ≥ 0.

We would like to replace the F̂r’s in (6) with distances to code vectors. In principle, we need to consider
two cases depending on the sign of F̂r(~u). However, (6) is symmetric w.r.t. this sign. Therefore, we
obtain for any ~u 6= ~ur,

E[X(~ur)]− E[X(~u)] =
4t

n2
(d(c~u, r)− d(c~ur

, r))(n− d(c~ur
, r)− d(c~u, r))

≥ 4tθ2 (7)

by (1)-(2). Now we have

Pr[X(~ur)−X(~u) ≤ 0] ≤ Pr[X(~ur)−X(~u) ≤ (E[X(~ur)]− E[X(~u)])− 4tθ2].

We will show that the right-hand side is at most n−(c+1). This will imply the statement of the theorem
since

Pe ≤
∑

~u 6=~ur

Pr[X(~ur)−X(~u) ≤ 0],

and there are at most n such ~u in question.

Pr[X(~ur)−X(~u) ≤ (E[X(~ur)]− E[X(~u)])− 4tθ2]

≤ Pr[X(~ur)−X(~u) ≤ (1− 4θ2)(E[X(~ur)]− E[X(~u)])]

≤ exp(−(4θ2)2(E[X(~ur)]− E[X(~u)])/2)

≤ exp(−16θ4 · 4tθ2/2)

= n−32c0θ6

= n−(c+1),

where the first inequality follows from E[X(~ur)]−E[X(~u)] ≤ t, and the second inequality follows from
Lemma 4.1.

Remarks. 1. Note that the 1st order Reed-Muller code RM(1,m) equals C∪(1+C), and therefore,
the algorithm can be applied to this code as well. However, then we can only claim that decoding
result is either the correct code vector or its complement.

2. Note that since any binary [n, n−m] linear code can be embedded in the simplex code of length
2m, our algorithm can be applied to the decoding of general linear codes. However, this does not seem
to improve upon the application of the general search method [7].

3. In principle, the θ’s in the definitions of Dθ (1) and Eθ (2) do not have to be the same. The
only change that this would incur is in the expression for c in Theorem 4.1.
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5 The real case

Suppose the code C of Sections 2-4 is used for transmission over the Gaussian channel. The geometric
problem is translated to the real Euclidean space by mapping code vectors onto the surface of the
n-dimensional sphere of radius

√
n as follows: a vector c = (c0, . . . , cn−1) ∈ C is mapped to the vector

(−1)c := ((−1)ci , 0 ≤ i ≤ n − 1). Such vectors are used for transmission over the Gaussian channel;
on the output of the channel we receive a (generally, arbitrary) vector r ∈ Rn. It is known that to
minimize the average error probability of decoding one has to find the code vector c ∈ C that gives
the minimum to ‖r − c‖ over the code. This, in turn, is equivalent to finding the maximum over
~u ∈ (Zm

2 )∗ of the Walsh-Hadamard transform

F̂r(~u) =:
1
‖r‖

∑
~v∈Zm

2

r(~v)(−1)〈~u,~v〉 =
n + ‖r‖2 − ‖(−1)c~u − r‖2

2‖r‖2
.

The classical complexity of the best known algorithm for doing this is O(n log n) real operations.
To define a quantum implementation it is possible to extend ideas of Sections 3-4 to the real case.
To obtain a meaningful bound on the probability of success we again have to restrict the domain
of the decoding mapping. However, this extension encounters one problem which does not allow to
claim a complexity gain over the classical algorithm. For this reason we do not include the details.
The difficulty arises in the initialization step. Suppose the received vector is given as ‖r‖−1|r〉 =
|‖r‖−1r0〉|‖r‖−1r1〉 . . . |‖r‖−1rn−1〉, where each coordinate ‖r‖−1rk is approximated by an m-bit binary
number. We need to perform the transformation

‖r‖−1|r〉 →
2m−1∑
k=0

rk

‖r‖
|k〉.

A possible way of doing this relies on the fact that the Fourier transform on the right-hand side can
be represented in the form [6]

2m−1∑
k=0

rk

‖r‖
|k〉 =

m∏
i=0

(αi0|0〉+ αi1|1〉),

where α2
i0 +α2

i1 = 1 for all i. In principle, this enables us to compute the coordinates αi0, αi1 from the
known rk

‖r‖ ’s; however, this is a classical computation, which takes O(n) operations to compute each
αi0, αi1. Though the actual decoding performed after this stage is about as easy as in the Hamming
case, the overall complexity turns out to be the same as of the classical algorithm.
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