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This article is concerned with properties of codes as packings of metric spaces. We present a selection of results on extremal problems of geometric coding theory.
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1
**Notation**

- $A_w(\mathcal{C}), A_w$: element of the distance distribution of a code $\mathcal{C}$
- $A_e(x, y), A(x, y)$: distance enumerator of a code $\mathcal{C}$
- $a_w(\mathcal{C}), a_w$: distance profile
- $|A|$: number of elements of a finite set $A$
- $B_w(X, x), B_w(x)$: ball of radius $w$ in $X$ with center at $x$
- $B_w$: vol($B_w$)
- $\mathcal{C}$: code
- $\mathcal{C}^\perp$: dual code of a linear code $\mathcal{C}$
- $D(a||b)$: information distance between two binomial distributions, Section 2.1
- $d(\mathcal{C})$: distance of the code $\mathcal{C}$
- $d(x, y)$: distance between $x$ and $y$
- $\delta_{GV}(R)$: relative Gilbert-Varshamov distance, Definition 4.3
- $\mathcal{H}^n_q$: Hamming space, the $n$-fold direct product of a $q$-set
- $h_q(x)$: entropy function, Section 2.1
- $J_q^{n,w}$: Johnson space, sphere of radius $w$ about zero in $\mathcal{H}^n_q$
- $J^n_q$: binary Johnson space
- $K_k(x)$: Krawtchouk polynomial of degree $k$
- $M(X; d)$: maximum size of a $d$-code in $X$
- $P_{de}(\mathcal{C})$ [ $P_{we}(\mathcal{C})$]: probability of decoding [undetected] error of the code $\mathcal{C}$
- $p_{i,j}(\mathcal{H}^n_q)$: intersection number of $\mathcal{H}^n_q$, see Section 2
- $S^n$: unit sphere in $\mathbb{R}^n$
- $S_w(X, x), S_w(x)$: sphere of radius $w$ in $X$ with center at $x$
- $S_w$: vol($S_w$)
- $|x|$: Hamming norm of $x$
- $||x||$: $\ell_2$-norm of $x$
- $\chi(x)$: indicator function of a subset in a set $X$
- $f(n) \equiv g(n)$: exponential equivalence of functions, Section 2.1

1. **Introduction**

This article is devoted to results of coding theory that are centered around the concept of a code as a packing of the corresponding metric space. We derive a few results in several rather diverse directions such as combinato-
rial bounds on codes and their invariants, properties of linear codes, error exponents, and applications of the polynomial method. A common goal of the problems considered is to establish bounds on natural combinatorial parameters of a code. The primary aim of this article is to explain the basic ideas that drive this part of coding theory. In particular, we do not strive to explain the best known result for each problem that we discuss. Our motivation is that, as in each living mathematical discipline, the current best results are often of an ad hoc nature and do not add to our understanding of the central ideas. Pointers to the literature that develops the subjects of this article are supposed to compensate for this.

The title of this article refers to estimates of code parameters for codes of large length. This approach helps us to highlight fundamental properties of codes. There is also a vast literature devoted to beating current records for parameters of short codes in various metric spaces; this will not be discussed below (see [41]).

Let $X$ be a metric space. $B_w(c) = B_w(X, c)$ denotes the ball and $S_w(c) = S_w(X, c)$ the sphere of radius $w$ with center at the point $c \in X$. The volume of a subset $Y \subseteq X$ will be denoted by $\text{vol} Y$ (we only deal with the counting measure for finite spaces and the Lebesgue measure in $\mathbb{R}^n$).

2. Metric Spaces

In this section we list the main examples of metric spaces occurring in coding theory.

A. Hamming space $\mathcal{H}_q^n$. Let $Q$ be a finite set of size $q$.

$$\mathcal{H}_q^n = \{(x_1, \ldots, x_n), x_i \in Q\}.$$ 

Another definition: $\mathcal{H}_q^n = (K_q)^n$, where $K_q$ is a complete graph on $q$ vertices; in this context $\mathcal{H}_q^n$ is also called the Hamming graph.

We denote the elements of $Q$ by $0, 1, \ldots, q - 1$. If $q$ is a power of a prime, then we assume that $Q$ is the finite field $\mathbb{F}_q$, and then $\mathcal{H}_q^n$ is an $n$-dimensional linear space over $Q$. We call elements of $\mathcal{H}_q^n$ words, or points, or vectors.

The Hamming norm or the Hamming weight of a point $x = (x_1, \ldots, x_n) \in \mathcal{H}_q^n$ is defined as

$$|x| = \sharp \{i : x_i \neq 0\}.$$ 

The distance induced by this norm is called the Hamming distance.
A ball $B_w(\mathcal{H}_q^n, c)$ of radius $w$ with center at any point $c \in \mathcal{H}_q^n$ has the volume

$$B_w = \text{vol}(B_w) = \sum_{i=0}^{w} \binom{n}{i} (q - 1)^i.$$ 

**Intersection numbers** $p_{i,j}^k$ of the space by definition are

$$p_{i,j}^k(\mathcal{H}_q^n) = \#\{z \in \mathcal{H}_q^n : d(z, x) = i, d(z, y) = j; d(x, y) = k\}.$$ 

Thus, $p_{i,j}^k$ is the number of triangles with fixed vertices $x$ and $y$, distance $k$ apart, and a floating vertex $z$ that obeys the distance conditions. Explicitly,

$$p_{i,j}^k(\mathcal{H}_q^n) = \sum_{\alpha=0}^{\lfloor \frac{i+j-k}{2} \rfloor} \binom{k}{j - \alpha} \binom{j - \alpha}{k + \alpha - i} \binom{n - k}{\alpha} (q - 1)^\alpha(q - 2)^{i + j - k - 2\alpha}.$$ 

In particular,

$$p_{i,j}^k(\mathcal{H}_q^n) = \binom{k}{\lfloor \frac{i}{2} \rfloor} \binom{n - k}{\lfloor \frac{j}{2} \rfloor} \chi(j - i + k \in 2\mathbb{Z}).$$ 

For any two vectors $x, y$ define their support as

$$\text{supp}(x, y) = \{i : x_i \neq y_i\}.$$ 

If $y = 0$, we write $\text{supp}(x)$ instead of $\text{supp}(x, 0)$. If $A \subseteq \mathcal{H}_q^n$, then

$$\text{supp}(A) = \bigcup_{a, a' \in A} \text{supp}(a, a').$$ 

We note that the Hamming metric is not the only interesting distance on $\mathcal{H}_q^n$. Generally the set $Q$ can support various algebraic structures such as groups and rings. Even for $q = 4$ this already leads to nonequivalent metrics on $\mathcal{H}_q^n$: the Hamming distance and the Lee distance. This diversity increases for larger $q$; eventually the taxonomy of norms and norm-like functions itself becomes a subject of study.

**B. Johnson space.**

$$\mathcal{J}_q^{n,w} = \{x \in \mathcal{H}_q^n : |x| = w\}.$$ 

The metric in $\mathcal{J}_q^{n,w}$ is the Hamming distance.

If $q = 2$, then we write $\mathcal{J}^{n,w}$ and omit the lower index. In this case it is sometimes more convenient to use the Johnson metric $d_J = (1/2) d_H$, where $d_H$ is the Hamming distance.
A ball $B_r(\mathcal{S}^n,w)$ has the volume
$$B_r = \sum_{i=0}^{\lfloor r/2 \rfloor} \binom{n}{i} \binom{n-w}{i}.$$

C. *Unit sphere in $\mathbb{R}^n$.*

$$\mathcal{S}^n = \{x \in \mathbb{R}^n : ||x|| = 1\}.$$ The distance in $\mathcal{S}^n$ is defined by the angle between the vectors:
$$\theta(x,y) = \arccos(x,y).$$ It is often convenient to use the inner product $t = (x,y)$ instead of $\theta$.

D. *Projective spaces and beyond.* Coding theory is mostly concerned with $X = P^{n-1} \mathbb{R}, P^{n-1} \mathbb{C}$, and $P^{n-1} \mathbb{H}$. The distance between $x, y \in X$ is measured by the angle $\theta = \arccos(|x,y|)$ or by the absolute value of the inner product $t = |(x,y)|$. One generalization of these projective spaces has recently gained attention in coding theory. Let $X = G_{n,k}(L)$ be a Grassmann space, i.e., the manifold of $k$-planes ($k < n/2$) through the origin in the $n$-space over $L$ (here $L = \mathbb{R}$ or $\mathbb{C}$). To define the distance between two planes we need to introduce principal angles. Let $p$ and $q$ be two planes in $X$. The absolute value of the inner product $|(x,y)|, x \in p, y \in q$, as a function of $2k$ variables has $k$ stationary points $\rho_1, \ldots, \rho_k$. Define the principal angles $\theta_1, \ldots, \theta_k$ between $p$ and $q$ by their cosines: $\theta_i = \arccos \rho_i$. There are several justifiable ways of defining the distance between $p$ and $q$. So far the following definition received most attention in coding theory:
$$d(p,q) = \sqrt{\sin^2 \theta_1 + \cdots + \sin^2 \theta_k}.$$

### 2.1. Asymptotics

We next turn to asymptotic formulas for sphere volume in metric spaces of interest to coding theorists. They will be used to derive volume bounds on codes in Section 6.

Let $f(n)$ and $g(n)$ be two functions of $n \in \mathbb{N}$. We write $f \asymp g$ if
$$\lim_{n \to \infty} \frac{1}{n} \log \frac{f(n)}{g(n)} = 1.$$ The base of the logarithms and exponents is 2 throughout.
2.1.1. \textit{Hamming space}. Let $X = \mathcal{H}_q^n$, where $q$ is fixed, $n \to \infty$ and let $w = \omega n$. We have, for $\omega, p \in (0, (q - 1)/q)$,
\[
\sum_{i=0}^{w} \binom{n}{i} (q - 1)^i \left( \frac{p}{q - 1} \right)^i (1 - p)^{n-i} \cong \exp[-nD(\omega||p)],
\]
where the information divergence between two binomial distributions, $D(\omega||p)$, equals
\[
D(\omega||p) = \omega \log \frac{\omega}{p} + (1 - \omega) \log \frac{1 - \omega}{1 - p}.
\]
In particular, with $p = (q - 1)/q$ we obtain an asymptotic formula for the volume of the ball:
\[
B_{\omega n} \cong \exp[n h_q(\omega)],
\]
where $h_q(y)$ is the entropy function defined by
\[
h_q(y) = -y \log \frac{y}{q - 1} - (1 - y) \log(1 - y)
\]
for $y \in (0, 1)$ and extended by continuity to $y = 0, y = 1$.

2.1.2. \textit{Binary Johnson space} $\mathcal{J}^w_n$. Let $w = \omega n$. The volume of the ball is given by
\[
B_{\omega n} \cong \exp \left[ n(\omega h_2\left(\frac{p}{2\omega}\right) + (1 - \omega)h_2\left(\frac{p}{2(1 - \omega)}\right)) \right].
\]

2.1.3. \textit{The sphere} $\mathcal{S}_n$. A ball in $X = \mathcal{S}_n$,
\[
\mathcal{B}_\theta(X;z) = \{y \in X : \angle(x,y) \leq \theta\},
\]
is the spherical cap cut on the surface of $X$ by the circular cone $\text{Con}(x,\theta)$ with apex at the origin and axis along $x$. Let $\Omega(\theta) = \text{vol}(\mathcal{B}_\theta(X;z))$. We have
\[
n^{-1} \log \Omega(\theta) = \frac{1}{2} \log \frac{2e\pi \sin^2 \theta}{n} (1 + o(1)) \quad (0 \leq \theta \leq \pi/2).
\]

2.1.4. \textit{Grassmann space} $G_{n,k}(L)$. Let $\mathcal{B}_\delta(G_{n,k})$ be a ball in the Grassmann manifold of radius $\delta$ with respect to the distance $d(p, q)$. The volume of the ball of radius $\delta$ is given by
\[
B_\delta = \left( \frac{\delta}{\sqrt{k}} \right)^{\beta n_{k+o(n)}} \quad (\beta = 1 \text{ if } L = \mathbb{R}, \beta = 2 \text{ if } L = \mathbb{C}).
\]
All the results of Section 2.1 except the last one are standard. The volume of the ball in $G_{n,k}$ is computed in [10] (see [17] for a discussion of sphere packings in $G_{n,k}$).

3. Codes

Let $X$ be a finite or compact infinite metric space. A code $\mathcal{C}$ is a finite subset of $X$. The distance of the code is defined as $d(\mathcal{C}) = \min_{x,y \in \mathcal{C}, x \neq y} d(x,y)$.

Let $M = |\mathcal{C}|$ be the size of (i.e., the number of points in) the code. The rate of the code, measured in bits, is

$$R(\mathcal{C}) = n^{-1} \log M,$$

where $n$ is the dimension of $X$, clear from the context. The relative distance of $\mathcal{C}$ is defined as

$$\delta(\mathcal{C}) = \frac{d(\mathcal{C})}{n}.$$

The argument $\mathcal{C}$ will often be omitted.

A code $\mathcal{C} \subseteq \mathbb{F}_q^n$ of size $M$ and distance $d$ is denoted by $\mathcal{C}(n,M,d)$. If the distance of a code $\mathcal{C}$ is $d$, we sometimes call it a $d$-code.

The distance between a point $x \in X$ and a subset $Y \subseteq X$ is defined as

$$d(x,Y) = \min_{y \in Y} d(x,y).$$

3.1. Distance Distribution

Let $X$ be a finite space of diameter $D$.

**Definition 3.1:** The distance distribution of a code $\mathcal{C} \subseteq X$ is the vector $A = (A_0, A_1, \ldots, A_D)$, where

$$A_i = |\mathcal{C}|^{-1} \sharp \{(x,y) \in \mathcal{C} \times \mathcal{C} : d(x,y) = i\}.$$

Thus $A_0 = 1$.

Let $X = \mathbb{F}_q^n$. If $\mathcal{C}$ is a linear code in $\mathbb{F}_q^n$ (where $q$ is a prime power), then its distance distribution is equal to the weight distribution $(A_0, A_d, \ldots, A_n)$, where

$$A_i = \sharp \{x \in \mathcal{C} : |x| = i\}.$$

Let $w = \omega n$ and let $\alpha_w(\mathcal{C}) = n^{-1} \log A_w$. The $(n+1)$-vector $[\alpha_w(\mathcal{C}), \omega = n^{-1}(0,1,\ldots,n)]$ is called the distance (weight) profile of $\mathcal{C}$. The main use
of the distance profile is in asymptotic problems, where it is represented by a real (usually, continuous) function.

The \textit{distance enumerator} of a code $\mathcal{C} \subseteq X$ is the polynomial

$$A_c(x, y) = \sum_{i=0}^{n} A_i x^{n-i} y^i.$$  

For codes in infinite spaces we use a slightly more convenient definition of the distance distribution. For instance, let $\mathcal{C} \subseteq \mathcal{S}^n$. The distance distribution of $\mathcal{C}$ is given by

$$b(s, t) = |\mathcal{C}|^{-1} \#\{(x, y) \in \mathcal{C} \times \mathcal{C} : s \leq (x, y) < t\}.$$  

We have $|\mathcal{C}| = \int_0^1 db(x)$, where $db(x)$ is a discrete measure defined from $b(s, t)$ in a standard way.

The main applications of the distance distribution are in combinatorial properties of codes, bounds on error probability of decoding (Sections 9, 10), and other extremal problems of coding theory (e.g., Section 16).

\textbf{Definition 3.2:} The \textit{covering radius} of a code $\mathcal{C} \subseteq X$ is defined as

$$r(\mathcal{C}) = \max_{x \in X} d(x, \mathcal{C}).$$

\subsection*{3.2. Asymptotic Parameters}

Let $X$ be one of the metric spaces introduced above. Let

$$M(X; d) = \max_{\mathcal{C} \subseteq X, |\mathcal{C}| = d} |\mathcal{C}|;$$

$$R(\delta) = R(X; \delta) = \lim_{n \to \infty} [n^{-1} \log M(X; d)].$$

In the cases of interest to coding theory, this limit is not known to exist. Therefore, it is usually replaced by $\limsup$ and $\liminf$ as appropriate, and the corresponding quantities are denoted by $\overline{R}(\delta), \underline{R}(\delta)$. We write $X$ in the notation only if the underlying space is not clear by the context.

\textit{A notational convention:} $R(\mathcal{H}_n; \delta)$, for instance, means the highest achievable rate of a sequence of codes of relative distance $\delta$ in the Hamming space; here $\mathcal{H}_n$ is used as a notation symbol in which $n$ has no particular value. This agreement is used throughout the text.

Analogously,

$$\delta(R) = \delta(X; R) = \lim_{n \to \infty} \max_{\mathcal{C} \subseteq X, |\mathcal{C}| \geq R} d(\mathcal{C}) / n.$$
4. Average Properties of Codes

This section is concerned with estimates of codes’ parameters obtained by various averaging arguments. In many cases, the existence bounds thus obtained are the best known for large code length. We will establish the average rate, distance, and the distance distribution of unrestricted codes and linear codes in the Hamming space.

**Theorem 4.1:** Let \( X = \mathcal{H}_q^n \). Let \( M \) be such that

\[
M(M-1) < \frac{q^n}{B_{d-1}}.
\]

Then there exists an \((n, M, d)\) code.

**Proof:** Let \( \mathcal{C} = \{x_1, \ldots, x_M\} \) be an ordered collection of points. Call \( \mathcal{C} \) bad if \( d(\mathcal{C}) \leq d - 1 \) and call a point \( x_i \in \mathcal{C} \) bad if it has neighbors in \( \mathcal{C} \) at distance \( \leq d - 1 \). If the points \( x_2, \ldots, x_M \) are fixed, then \( x_1 \) is bad in at most \((M-1)B_{d-1}\) codes. The points \( x_2, \ldots, x_M \) can be chosen in \( q^{n(M-1)} \) ways, so there are no more than \((M-1)B_{d-1}q^{n(M-1)}\) codes in which point \( x_1 \) is bad. This is true for any point \( x_i, 1 \leq i \leq M \); thus, there are no more than \( M(M-1)B_{d-1}q^{n(M-1)} \) bad codes. If this number is less than the total number of codes \( q^{nM} \), i.e., if

\[
M(M-1)B_{d-1} < q^n,
\]

then there exists a good code. \(\square\)

This result can be improved by the so-called Gilbert procedure (Section 6). However, for large \( n \), Theorem 4.1 accurately describes the parameters of typical codes in \( \mathcal{H}_q^n \). More formally, we have the following result.

**Theorem 4.2:** Let \( X = \mathcal{H}_2^n \) and \( n \to \infty \). For all codes in \( X \) of rate \( R \) except for a fraction of codes that decreases exponentially with \( n \), the relative distance approaches the bound

\[
2R = 1 - h_2(\delta).
\]

**Proof:** Consider the Shannon ensemble \( A \) of \( 2^n \) binary codes, \( M = 2^R n \), where every code has probability \( 2^{-nM} \). Or, what is the same, consider a random code formed of \( M \) independently chosen vectors, where all the
coordinates of every vector are i.i.d. Bernoulli r.v.'s with $P(0) = P(1) = 1/2$.

Let us assume that $\delta$ is chosen to satisfy $2R = 1 - h_2(\delta) + \epsilon$, where $\epsilon > 0$. We will prove that with probability approaching 1 a random $(n, M)$ code $C \in \mathcal{A}$ contains a pair of vectors at distance $\delta n$ or less. Let $x_1, x_2, \ldots, x_M$ be an ordered (multi)set of independent random vectors such that $\Pr[x_i = y] = 2^{-n}$ for any $y \in \{0, 1\}^n$. Let $\nu_{i,j}, 1 < j < i < M$, be the indicator random variable of the event $d(x_i, x_j) = \delta n$. The $\nu_{i,j}$ are pairwise-independent random variables, each with mean

$$E \nu_{i,j} = \Pr[\nu_{i,j} = 1]$$

and variance

$$\text{Var}[\nu_{i,j}] = E \nu_{i,j}^2 - (E \nu_{i,j})^2 = E \nu_{i,j} - (E \nu_{i,j})^2 < E \nu_{i,j}.$$

Consider the number $N_C(d) = \sum_{j<i} \nu_{i,j}$ of unordered pairs of codewords $(x_i, x_j)$ with $i \neq j$ in $C$ at distance $d = \delta n$ apart. We have

$$E N_C(d) = \binom{M}{2} \nu_{i,j} \approx 2^{n[2R - 1 + h_2(\delta)]}$$

$$\text{Var}[N_C(d)] = \binom{M}{2} \text{Var}[\nu_{i,j}] < E N_C(d).$$

For any $\alpha > 0$ by the Chebyshev inequality we have

$$\Pr[|N_C(d) - E N_C(d)| \geq E N_C(d)^{1+\alpha/2}] \leq (E N_C(d))^{\alpha} \approx 2^{n[1 - 2R + h_2(\delta)]} = 2^{-\alpha} \rightarrow 0.$$ 

Thus, in particular, with probability tending to 1 we have $N_C(d) > 0$, or, in other words, a random code contains a pair of vectors at distance $d = \delta n$. Since $\epsilon > 0$ can be taken arbitrarily small, this proves an upper bound $\delta \leq h_2^{-1}(1 - 2R)$ on the relative distance of almost all codes in $\mathcal{A}$.

On the other hand, for any $\delta$ such that $2R = 1 - h_2(\delta) - \epsilon$ the average number of codeword pairs with relative distance $d = \delta n$ decreases exponentially with $n$. Then

$$\Pr[N_C(d) > 1] \leq E N_C(d) \rightarrow 0;$$

hence with probability tending to 1 a random code $C$ has distance $\geq \delta n$. $\square$

This theorem implies that for $R > 1/2$ the relative distance of almost all long codes converges to zero. Thus, unrestricted codes on the average are much worse than linear codes (cf. Theorem 4.4 below).
**Definition 4.3:** The relative Gilbert-Varshamov distance $\delta_{GV}(R)$ is defined by the equation

$$R = \log q - \log h_q(\delta) \quad (0 \leq \delta \leq 1 - 1/q).$$

**Theorem 4.4:** Let $X = \mathcal{H}_q^n$ and $n \to \infty$. For all linear codes in $X$ of rate $R$ except for a fraction of codes that decreases exponentially with $n$, the relative distance approaches $\delta_{GV}(R)$.

**Proof:** (outline) Consider the ensemble $\mathcal{L}$ of random $[n, k = Rn]$ linear binary codes defined by $(n - k) \times n$ parity-check matrices whose elements are chosen independently with $P(0) = P(1) = 1/2$. If $N_w$ is the random variable equal to the number of vectors of weight $w > 0$ in a code $\mathcal{C} \in \mathcal{L}$, then $\mathbb{E} N_w = (n)(q - 1)^w/q^{n-k}$ and Var $N_w \leq \mathbb{E} N_w$. Thus, $\mathbb{E} N_w$ grows exponentially in $n$ for $\omega := \frac{m}{n} > \delta_{GV}(R)$. Thus, the relative distance of a random linear code approaches $\delta_{GV}(R)$ as $n$ grows, and the fraction of codes whose relative distance deviates from $\delta_{GV}$ by $\varepsilon$ tends to 0 exponentially in $n$ for any $\varepsilon > 0$. □

**Theorem 4.5:** There exists a linear $[n, k]$ code $\mathcal{C}$ with $A_0 = 1$,

$$A_w(\mathcal{C}) \leq \begin{cases} n^2q^{k-n}S_w, & w \text{ such that } \log S_w \geq (n - k) \log q - 2\log n, \\ 0, & w : \log S_w < (n - k) \log q - 2\log n. \end{cases}$$

**Proof:** Consider linear codes defined in the same way as in the proof of Theorem 4.4. A vector of weight $w > 0$ lies in the kernel of $q^{(n-1)(n-k)}$ matrices. All the $S_w = \binom{n}{w}(q - 1)^w$ vectors of weight $w$ are annihilated by at most $S_wq^{-(n-k)}$ matrices. Thus, on the average the number of vectors of weight $w$ in the code does not exceed $S_wq^{-(n-k)}$ and the fraction of matrices for which this number is $\geq n^2S_wq^{-(n-k)}$ (call them bad) is at most $n^{-2}$. Even if the sets of bad matrices for different $w = 1, 2, \ldots, n$ are disjoint, this leaves us with a fraction of $1 - n^{-1}$ of good matrices; any good matrix defines a code $\mathcal{C}$ of dimension $\dim \mathcal{C} \geq k$ over $\mathbb{F}_q$ with

$$A_w(\mathcal{C}) \leq n^2q^{k-n}S_w, \quad 1 \leq w \leq n.$$  

Writing the right-hand side as $\exp[(k - n) \log q + \log S_w + 2 \log n]$, we see that once $w$ is such that the exponent becomes negative, we obtain $A_w < 1$. Since $\mathcal{C}$ is linear, this implies that $A_w = 0$ for these values of $w$. □
Corollary 4.6: For any $R < \log q - h_q(\delta)$ there exists a sequence of linear codes of growing length $n$ with weight profile $\alpha_0$, where $\alpha_{0,0} = 0,$
$$\alpha_{0,\omega} \leq R - \log q + h_q(\omega) \quad (\delta_{GV}(R) < \omega < 1 - \delta_{GV}(R)),\$$
$$\alpha_{0,\omega} = -\infty \quad (0 < \omega < \delta_{GV}(R)).$$

Linear codes that satisfy Theorem 4.5 or Corollary 4.6 will be called random.

Theorem 4.7: (Average value of the distance) Let $C$ be an $(n,M)$ code. Then, provided in each case that the denominator is positive,
$$M \leq \frac{d}{d - \frac{2}{q}n} \quad C \subseteq \mathcal{H}_q^n, \quad d = d(C),$$
$$M \leq \frac{nd}{nd - 2wn + \frac{q}{q-1}w^2} \quad C \subseteq \mathcal{J}_q^n, \quad d = d(C),$$
$$M \leq \frac{1}{t} - t \quad C \subseteq \mathcal{S}_n, \quad t = t(C).$$

Here $t(C)$ is the maximal inner product of the code $C \subseteq \mathcal{S}_n$.

This result is called the Plotkin bound for $\mathcal{H}_q^n$, the Johnson bound for $\mathcal{J}_q^n$, and the Rankin bound for $\mathcal{S}_n$. It is proved by computing the average distance between pairs of points in $C$ [18], [38].

Thus, for large values of the code distance $d(C)$ the value of $M$ cannot grow exponentially with $n$, and so for any family of codes $C$ the rate $R \to 0$. For instance, for $X = \mathcal{H}_q^n$ the code size $M$ is at most $O(n)$ if $\delta = d(C)/n > \frac{2}{q}$. Below in asymptotic problems we always assume the reverse inequality.

Already for general unrestricted codes the technique presented in this section produces weak results. In more complicated problems of coding theory one resorts to more refined averaging methods, such as averaging over the choice of subsets rather than individual vectors, etc. [11].

5. Averaging over Translations

This section presents another averaging technique which is useful for deriving upper bounds on code parameters and linking the Hamming and Johnson spaces.

Lemma 5.1: Let $x, y$ be two vectors in $\mathcal{H}_q^n$ with $d(x,y) = u$. The number of vectors $z \in \mathcal{H}_q^n$ such that $x - z \in \mathcal{J}_q^n$ and $y - z \in \mathcal{J}_q^n$ equals $p_u^w(\mathcal{H}_q^n)$. 
Proof: Obvious. □

Lemma 5.2: [34] Let $\mathcal{C} \subseteq X \subseteq \mathcal{H}_q^n$ be a code and $Y, Z \subseteq \mathcal{H}_q^n$ be arbitrary subsets. Then

$$\sum_{c \in \mathcal{C}} |(Y - c) \cap Z| = \sum_{z \in Z} |(\mathcal{C} + z) \cap Y|.$$ 

Proof:

$$\sum_{c \in \mathcal{C}} |(Y - c) \cap Z| = \sum_{c \in \mathcal{C}} \sum_{y \in Y} \sum_{z \in Z} \chi(y - c = z) = \sum_{z \in Z} \sum_{y \in Y} \sum_{c \in \mathcal{C}} \chi(c + z = y)$$

$$= \sum_{z \in Z} |(\mathcal{C} + z) \cap Y|.$$ □

Corollary 5.3: Let $\mathcal{C} \subseteq \mathcal{F}_q^{n,w}$ be a $d$-code. Then

$$|\mathcal{C}|p_{w,w}^u \leq S_u M(\mathcal{F}_q^{n,w};d).$$

Proof: In Lemma 5.2 take $X = S_u(0)$, $Y = S_w(0)$, $Z = S_u(0)$. Let $y \in Y, c \in \mathcal{C}$, then $y - c \in Z$ if and only if $d(y,c) = u$. The number of $y \in Y$ with this property for a fixed $c$ equals $p_{w,w}^u$. On the right-hand side we observe that the set $\mathcal{C} + z \cap Y$ is a $d$-code in $Y$. □

Corollary 5.4: Let $\mathcal{C}, Y$ be subsets of $\mathcal{H}_q^n$. Then

$$|Y| |\mathcal{C}| = \sum_{z \in \mathcal{H}_q^n} |(\mathcal{C} + z) \cap Y|.$$ 

Proof: Follows by putting $X = Z = \mathcal{H}_q^n$ in Lemma 5.2. □

Lemma 5.5: [36] Let $\mathcal{C}$ be code in $\mathcal{H}_q^n$. Then

$$|\mathcal{C}| A_i(\mathcal{C}) p_{w,w}^i = \sum_{x \in \mathcal{H}_q^n} |\mathcal{C}(x,w)| A_i(\mathcal{C}(x,w)),$$

where $p_{w,w}^i$ is the intersection number and $\mathcal{C}(x,w) = (\mathcal{C} + x) \cap \mathcal{F}_q^{n,w}$. 

Proof: Count in two ways the total number of pairs of codewords in $\mathcal{C}(x,w)$ distance $i$ apart for all $x \in \mathcal{H}_q^n$. By definition, this is the right-hand side of the claimed identity. On the other hand, every pair of codewords in $\mathcal{C}$ at a distance $i$ falls in $\mathcal{F}_q^{n,w}$ in $p_{w,w}^i$ shifts of $\mathcal{C}$ (Lemma 5.1). □
Any of last two results implies the well-known Bassalygo-Elias inequality:

\[ M(\mathcal{H}_q^n; d) \left( \frac{n}{w} \right) (q - 1)^w \leq M(\mathcal{J}_q^n; d) q^n \]  

(5.1)

(take \( i = 0 \) in Lemma 5.5 or take \( Y = \mathcal{J}_q^n \) in Corollary 5.4).

**Theorem 5.6: (Elias-type bounds)**

\[
R(\mathcal{H}_q^n; \delta) \leq \log q - h_q(1 - \sqrt{1 - \delta/\lambda}) \quad (\lambda = 1 - q^{-1}), \\
R(\mathcal{J}_q^n; \omega; \delta) \leq h_2(\omega) - h_2 \left( \frac{1}{2} - \frac{1}{2} \sqrt{1 - 2\delta} \right), \\
R(\mathcal{J}_q^n; \theta) \leq -\log(\sqrt{2} \sin(\theta/2)).
\]

**Proof:** Consider the Hamming case. From Theorem 4.7 for the Johnson space we see that when \( w = \omega n \) approaches the (smaller) root of the denominator,

\[ \omega_0 = \lambda - \sqrt{\lambda(\lambda - \delta)}, \]

the quantity \( n^{-1} \log M(\mathcal{J}_q^n; d, w) \to 0 \). Substituting \( \omega_0 \) into inequality (5.1) and computing logarithms completes the proof. The other two cases follow by some modifications of this argument. \( \square \)

Solving the inequality of the theorem for Hamming space with respect to \( \delta \), we obtain the bound

\[ \delta(R) \leq \delta_E(R), \]

where

\[ \delta_E(R) := 2\delta_{GV}(R) (1 - \delta_{GV}(R)/2\lambda) \]

is sometimes called the Elias radius. The bound itself is called the Bassalygo-Elias bound (the Hamming case) and the Coxeter-Rankin bound (the spherical case). For the Johnson space the result can be proved analogously to the Hamming case; see [33], where a nonasymptotic version of this bound is also derived. In Section 6.2 we give a proof based on a volume argument.
6. Volume Bounds

This section is devoted to the standard bounds proved via a volume, or packing argument. We begin with the standard Gilbert-Varshamov and Hamming bounds, which basically say that if the spheres of radius \(d\) are disjoint, then their centers form a \(d\)-code, and that the size of a \(d\)-code is bounded above by the number of spheres of radius \(d/2\) that can be packed into \(X\). The second part of Section 6.1 deals with an improvement of the Hamming bound for the Johnson space. The ideas developed there will also be central in the derivation of error exponents in Section 9.

6.1. Basic Volume Bounds

Let \(X\) be one of the metric spaces discussed above with distance \(d\) and volume form \(\text{vol}\). Let \(B_d = \text{vol}(B_d)\) be the volume of the ball of radius \(d\) in \(X\).

**Theorem 6.1:** (Gilbert bound) If \(M\) is any number such that \(MB_d < \text{vol}(X)\), then \(X\) contains a code of size \(M + 1\) and distance \(d\). If the distance \(d\) takes only natural values, then \(d\) can be replaced with \(d - 1\).

For \(\mathcal{H}_q^n\) this bound was given in Theorem 4.4 and Corollary 4.6.

**Theorem 6.2:** (Shannon bound [45]) For any

\[
R < -\log\sin\theta
\]

there exists a number \(n_0\) such that for every \(n \geq n_0\) the sphere \(\mathcal{S}^n\) contains a code of size \(2^{Rn}\) and distance \(\theta\).

**Proof:** Follows on substituting the volume of the spherical cap from Section 2.1.3 into the Gilbert bound. \(\square\)

**Theorem 6.3:** (Hamming bound) Let \(C\) be a code of size \(M\) in \(X\). Then

\[
M \leq \text{vol}(X)/B_{d/2}.
\]

Concrete expressions of this bound for various metric spaces can be obtained using the formulas of Section 2.1. The Hamming bound is usually good for small values of \(d\) and weak otherwise. It can be improved for \(\mathcal{S}^{n,w}\) by making use of the embedding \(\mathcal{S}^{n,w} \subseteq \mathcal{H}_2^n\). The idea is to notice [12] that for some \(v\), a ball of radius \(d/2\) with center on \(S_w(\mathcal{H}_2^n, 0) = \mathcal{S}^{n,w}\)
intersects the sphere $S_v(\mathcal{H}_2^n, 0)$ by a larger subset than it intersects the sphere $S_w$ itself.

$\mathcal{B}_v(x)$ intersects $S_v(0)$ by a large subset

**Lemma 6.4:** Let $w = \omega n \leq n/2, r = \rho n \leq v$. Then

$$
\sum_{x \in S_v(0)} |\mathcal{B}_v(x) \cap S_v(0)| = \binom{n}{w} \sum_{i=w}^{r} p_{i,v}^w \leq r \binom{n}{r} \left( \frac{n}{w} \right) \binom{n}{w-j_0},
$$

where $j_0/n \to \gamma_0 = \frac{\rho - 2\omega}{1 - 2\rho}$. This inequality is asymptotically tight, i.e., for $w - v \sim j_0$ it turns into an equality in the $\cong$ sense.

**Corollary 6.5:** Let

$$
N(w, r) = \sum_{x \in S_v(0)} |\mathcal{B}_v(x) \cap S_v(0)|.
$$

Then $N(w, r) \leq r \binom{n}{r}^2 (1 + o(1))$ with equality $N(w, r) \cong r^2$ only for $w/n \sim 2\rho(1 - \rho)$.

**Proof:** (of Lemma 6.4 and Corollary 6.5) Let $V = \sum_{x \in S_v(0)} |\mathcal{B}_v(x) \cap S_v(0)|$.

Let $j = w - v$. The equality

$$
V = \binom{n}{w} \sum_{i=j}^{r} p_{i,v}^w
$$

follows by definition. To prove the inequality, observe that

$$
p_{r,v}^w \leq \sum_{i=j}^{r} p_{i,v}^w = \sum_{i=j}^{r} \left( \frac{w}{i+j} \right) \left( \frac{n-w}{i-j} \right).
$$
As is easily verified, the summation term in the last sum grows on \( i \). Substituting \( i = r \), we obtain

\[
\sum_{i=j}^{r} P_{i,r}^{w} \leq r \left( \frac{w}{\frac{1}{2}(r+j)} \right) \left( \frac{n-w}{\frac{1}{2}(r-j)} \right) = r P_{r,v}^{w}.
\]

Therefore, \( \binom{n}{w} P_{r,v} \leq V \leq r \binom{n}{w} P_{r,v}^{w} \).

Further,

\[
\binom{n}{w} P_{r,v} = \binom{n}{r} \binom{r}{P_{v,w}} = \binom{n}{r} \left( \frac{1}{\frac{1}{2}(r+j)} \right) \left( \frac{n-r}{w-\frac{1}{2}(r+j)} \right).
\]

In the last expression, for a fixed vector \( y \) of weight \( r \), we are counting vectors \( x \) of weight \( w \) with \( d(x,y) = n(\omega - \gamma) \), where \( \gamma = j/n \). Their number is maximized if \( x \) is a typical vector obtained after \( n \) independent drawings from the binomial probability distribution given by \( P(1) = \omega - \gamma, P(0) = 1 - \omega + \gamma \). We obtain the following condition on the maximizing value of \( \gamma \):

\[
\rho - \frac{1}{2}(\rho + \gamma) = \rho(\omega - \gamma).
\]

In other words, the maximizing value of \( j \) is attained for \( j/n \to \gamma_0 \). Note that, at least for large \( n \), \( j_0 = \gamma_0 n \) satisfies the condition on \( j = w - v \) implied by the restriction on \( v \) in the Lemma, so the choice \( j = j_0 \) is consistent. Thus,

\[
\max_{j:j \leq r} \left( \frac{r}{\frac{1}{2}(r+j)} \right) \left( \frac{n-r}{w-\frac{1}{2}(r+j)} \right) \approx \exp \left[ n \left( \rho \frac{h_2 \left( \frac{\rho + \gamma_0}{2\rho} \right) + (1 - \rho) h_2 \left( \frac{2\omega - \rho - \gamma_0}{1 - \rho} \right) \right) \right] \\
\approx \exp \left[ h_2(\omega - \gamma_0) \right] \approx \left( \frac{n}{w-j_0} \right),
\]

where the last line follows by substituting the value of \( \gamma_0 \) and simplifying.

The corollary follows on substituting \( v = r \) into the lemma. \( \square \)

**Theorem 6.6:** Let \( n \to \infty, w/n \to \omega, 0 < \omega < 1/2, \omega > \delta > 0 \). Then

\[
M(\mathcal{G}^{n,w}; \delta n) \leq a(n) \frac{\text{vol}(S_w)}{\text{vol}(B_{\delta n/2})},
\]

(6.1)

where \( n^{-1} \log a(n) \to 0 \) as \( n \to \infty \). Therefore,

\[
R(\mathcal{G}^{n,w}; \delta) \leq h_2(\omega) - h_2(\delta/2).
\]
Proof: Let $\mathcal{C} \subseteq \mathcal{F}_{n^\omega n}$ be an $(n, M, d)$ code and $r = \lfloor (d - 1)/2 \rfloor$. We have

$$|B_r(c) \cap S_v(0)| = \sum_{i=v}^r p_{i,v}^w.$$ 

Also $B_r(c) \cap B_r(c') = \emptyset$ for two different codewords $c$ and $c'$. Therefore for any $v, w - r \leq v \leq w + r$,

$$M \leq \frac{\text{vol}(S_v)}{\sum_{i=v}^{w-r} p_{i,v}^w}.$$

Take $v = \frac{w - \delta/2}{1 - \omega}$. Then using Lemma 6.4, we obtain

$$M \leq \frac{n}{\sum_{i=v}^{w-r} p_{i,v}^w} \leq \frac{n}{\sum_{i=v}^{w-r} \frac{1}{n} \binom{n}{i} \binom{n}{w-i} \binom{n}{v}} = \frac{n}{\binom{n}{v}}.$$

The denominator in the estimate (6.1) is an exponentially greater quantity than the volume computed in 2.1.2; hence the estimate itself is asymptotically better than the Hamming bound. In particular, by Theorem 6.6, $R(\mathcal{F}_{n^\omega n}; \delta) = 0$ for $\delta \geq 2\omega$ while the Hamming bound implies this conclusion only for $\delta \geq 4\omega(1 - \omega)$. The actual answer is

$$R(\mathcal{F}_{n^\omega n}, \delta) \begin{cases} > 0 & 0 \leq \delta < 2\omega(1 - \omega) \\ = 0 & \delta \geq 2\omega(1 - \omega) \end{cases}$$

by combining the Gilbert-Varshamov and Elias bounds.

6.2. Elias-Type Bounds as Sphere-Packing Bounds

The Hamming bound is not the best bound obtainable by the volume argument for large code length. Namely, suppose that the balls of radius $r > d/2$ around the codewords intersect, but the intersection volume grows as a polynomial function $p(n)$ of the code length. Then

$$|\mathcal{C}|B_r \leq \text{vol}(X)p(n).$$

Letting $n \to \infty$, we obtain a bound better than the Hamming bound. For instance, let $\mathcal{C}$ be an $(n, M = q^d n, \delta n)$ code in $\mathcal{H}_q^n$ and let $B_{n\omega}$ be a ball of radius $\omega n$. By a slight modification of Theorem 4.7 we conclude that for $\omega < \omega_{\text{crit}} := \lambda - \sqrt{\lambda(\lambda - \delta)}$ the number of codewords inside the ball grows
at most polynomially in $n$. Therefore, for any codeword $c$ a point $x \in \mathcal{H}_q^n$ with $d(x, c) < n \omega_{\text{crit}}$ can be distance $n \omega_{\text{crit}}$ or less away from at most $p(n)$ codewords, where $p(n)$ is some polynomial. We then have

$$\frac{1}{n} \log(MR_{\text{as}}) = R - \log q + h_q(\omega_{\text{crit}}) + o(1) < (\log p(n))/n,$$

which again proves Theorem 5.6 for $X = \mathcal{H}_q^n$. Other parts of this theorem can be proved by a similar argument.

7. Linear Codes

This section deals with combinatorial and linear-algebraic properties of codes. The technique used here is based on an interplay of the rank distributions and weight distributions of linear codes. Readers familiar with matroids will immediately notice a connection with representable matroids and their invariants.

Let $q$ be a prime power. A linear $[n, k, d]$ code $\mathcal{C}$ is a subspace of $\mathbb{F}_q^n$ of dimension $k$ and distance $d$. A matrix $G$ whose rows form a basis of $\mathcal{C}$ is called the generator matrix of the code. The linear $[n, n-k, d']$ code $\mathcal{C}^\perp = \{x : \forall c \in \mathcal{C}, c(x) = 0\}$ is called the dual code of $\mathcal{C}$. The generator matrix $H$ of $\mathcal{C}^\perp$ is called the parity-check matrix of $\mathcal{C}$. For any matrix $G$ with $n$ columns and a subset $E \subseteq \{1, 2, \ldots, n\}$ we denote by $G(E)$ the subset of columns of $G$ indexed by the elements of $E$.

The goal of this section is to derive in a simple way some combinatorial identities related to the famous MacWilliams theorem.

**Definition 7.1:** Puncturings and shortenings. Let $\mathcal{C}$ be an $[n, k, d]$ code. Puncturing it results in an $[n-1, k, d-1]$ code. More generally, let $E \subseteq \{1, 2, \ldots, n\}, |E| = n-t$. The projection $\mathcal{C}_E = \text{proj}_E \mathcal{C}$ is a linear subcode of $\mathcal{C}$ of length $n-t$ and dimension equal to $\text{rk} G(E)$.

A 1-shortening of $\mathcal{C}$ on coordinate $i$ is formed of $|\mathcal{C}|/q$ codewords $c \in \mathcal{C}$ such that $c_i = 0$; this is a linear $[n, k-1, d]$ subcode. Successively applying this operation, we obtain a $t$-shortening of $\mathcal{C}$ on the coordinates in $\{1, 2, \ldots, n\} \setminus E$, where $E$ is some $t$-subset. This is a linear subcode $\mathcal{C}_E \subseteq \mathcal{C}$ such that $\text{supp} \mathcal{C}_E \subseteq E$. 

7.1. Shortening of Unrestricted Codes

Before proceeding further, we give an application of shortenings to properties of unrestricted (i.e., linear or not) codes. In general, for an \((n,M,d)\) code \(C \subseteq \mathcal{H}_q^n\), shortening is defined as follows: out of the \(M\) codewords at least \(M/q\) coincide in a given coordinate \(i\). Consider the code formed of these codewords with the \(i\)th coordinate deleted. This gives an \((n-1, \geq M/q, d)\) code. Iterating, we get

**Lemma 7.2:** Let \(C\) be an \((n,M,d)\) code. For any \(t \leq n - d\), we have

\[
M \leq q^tM(\mathcal{H}_q^{n-t}, d).
\]

**Proof:** Let \(E \subseteq \{1,2,\ldots,n\}, |E| = n - t \geq d\). Shortening of \(C\) on the coordinates outside \(E\) gives a code \(C_E(n - t, \geq q^{-t}M, d)\). □

**Theorem 7.3:** \(\bar{R}(\delta)\) is continuous.

**Proof:** From the previous lemma we obtain

\[
\bar{R}(\delta) \leq \tau + (1 - \tau)\bar{R}\left(\frac{\delta}{1 - \tau}\right).
\]

Assume that \(\tau < 1 - 2\delta\). Let \(\eta = \delta/(1 - \tau)\), then \(0 < \delta < \eta < 1/2\). We have

\[
0 \leq \bar{R}(\delta) - (1 - \tau)\bar{R}(\eta) \leq \tau.
\]

Letting \(\tau \to 0\) proves the claim. □

The same claim is also valid for \(\bar{R}(\delta)\) for codes on \(S^{n-1}\).

7.2. Supports, Ranks, Subcodes

**Theorem 7.4:** (i) If \(t \leq d(C) - 1\), then \(C_E\) is an \([n - t, k, \geq d(C) - t]\) code.
(ii) \(\dim(C^E) = |E| - \rk(H(E))\).
(iii) \(C_E \cong C/C^E\).
(iv) \((C_E)' = (C')_E; (C^E)' = (C')_E\).

**Proof:** (i) will follow by Lemma 7.5. (ii)-(iii) are obvious. Let us prove the first part of (iv). Let \(a \in (C')^E\), then \(G(E)a^T = 0\), so \(a \in (C_E)'\). Further, by (ii)

\[
\dim(C')^E = |E| - \rk(G(E)) = |E| - \dim(C_E) = \dim(C_E)'.
\]
The second part of (iv) is analogous. □

Lemma 7.5: \(|E| - \text{rk}(\mathbf{H}(E)) = k - \text{rk}(\mathbf{G}(E))\).

Proof: Let \(\mathcal{C}_E = \text{proj}_E \mathcal{C}\) be the projection of \(\mathcal{C}\) on the coordinates in \(E\). Clearly, \(\dim \mathcal{C}_E = \text{rk}(\mathbf{G}(E))\). On the other hand, \(\mathcal{C}_E \cong \mathcal{C}/\mathcal{C}^E\) by Theorem 7.4(ii); hence by (ii)
\[
\dim \mathcal{C}_E = k - \dim \mathcal{C}^E = k - |E| + \text{rk}(\mathbf{H}(E)).
\]

Lemma 7.6: (The MacWilliams identities)
\[
\sum_{i=0}^{n-u} A_i^E \binom{n-i}{u} = |\mathcal{C}'| q^{-u} \sum_{i=0}^{n-u} A_i \binom{n-i}{n-u}.
\] (7.1)

Proof: We have the following chain of equalities:
\[
\sum_{i=0}^{n-u} A_i^E \binom{n-i}{u} = \sum_{|E|=n-u} |(\mathcal{C}')^E|
\]
\[
= \sum_{|E|=n-u} q^{n-u-\text{rk}(\mathbf{G}(E))}
\]
\[
= q^{n-k-u} \sum_{|E|=n-u} q^{\text{rk}(\mathbf{H}(E))}
\]
\[
= q^{n-k-u} \sum_{i=0}^{n-u} A_i \binom{n-i}{n-u}.
\]

Here the first equality follows by counting in two ways the size of the set
\[\{(E,c) : |E| = n-u \text{ and } c \in (\mathcal{C}')^E, |c| \leq n-u\},\]
the second one is straightforward, the third one (the central step in the proof) is implied by Lemma 7.5, and the final step follows by the same argument as the first one. □

Theorem 7.7:
\[
|\mathcal{C}| A_j^E = \sum_{i=0}^{n} A_i K_j(i),
\] (7.3)
where
\[ K_j(i) = \sum_{\ell=0}^{i} (-1)^{\ell} \binom{i}{\ell} \binom{n-i}{j-\ell} (q-1)^{j-\ell} \]
is the Krawtchouk number.

Proof: Multiply both sides of (7.1) by \((-1)^{u} \binom{n}{u}\), sum over \(u\) from 0 to \(n\), and use the fact that \(\sum_{u \in \mathbb{Z}} (-1)^{u} \binom{n}{u} \binom{v}{u} = (-1)^{n} \delta_{n,\, v}\). This gives
\[ A_j = |\mathcal{C}|^{-1} \sum_{i=0}^{n} A_i \sum_{u=i}^{n} (-1)^{u-n+i} q^{n-u} \binom{n-i}{n-j} \binom{u}{n-u}. \]
The sum on \(u\) in the last expression is just another form for \(K_j(i)\).

7.3. Rank Distribution of a Linear Code
Rewrite (7.2) by collecting on the right-hand side subsets of one and the same rank. Namely, let
\[ U_u^n = \{ E \subseteq \{1, 2, \ldots, n\} \mid |E| = u, \text{rk}(\mathbf{G}(E)) = v \}. \]
Then by (7.2) and Theorem 7.4(ii) we have
\[ \sum_{i=0}^{u} \binom{n-i}{n-w} A_i = \sum_{v=0}^{u-k} q^{u-v} (U')_v^n, \quad (7.4) \]
where the numbers \(U'\) are the rank coefficients of \(\mathcal{C}\). Further, Lemma 7.5 implies that
\[ (U')_{u-k+v}^v = U_u^{n-u}. \]
The last two equations relate the weight enumerator of \(\mathcal{C}\) and its rank distribution \((U_u^n, 0 \leq u \leq n, 0 \leq v \leq k)\).

Example 7.8: (MDS codes) An \((n, M, d)\) code is called maximum distance separable (MDS) if \(M = q^{n-d+1}\). Let \(\mathcal{C}\) be an \([n, k, n-k+1] q\)-ary linear MDS code with a parity-check matrix \(\mathbf{H}\). Then \(\rho^* E = \text{rk}(\mathbf{H}(E)) = \min \{|E|, n-k\} \) for all \(E \subseteq S, 0 \leq |E| \leq n-k\). Therefore
\[ (U')_v^n = \begin{cases} \binom{n}{u} & \text{if } (0 \leq v = u \leq n-k) \text{ or } (u \geq n-k+1, \, v = n-k); \\ 0 & \text{otherwise.} \end{cases} \]
This enables us to compute the weight spectrum of \( C \). Substituting the values of \((U_i')_n\) into (7.4), we obtain \( A_0 = 1, A_i = 0 \) for \( 1 \leq i \leq n - k \), and

\[
A_{n-k+\ell} = \binom{n}{k-\ell} \sum_{j=0}^{\ell-1} (-1)^j \binom{n-k+\ell-j}{j} (q^{\ell-j} - 1) \quad (1 \leq \ell \leq k). \tag{7.5}
\]

Clearly, the dual code \( C' \) is also MDS of dimension \( n - k \).

**Definition 7.9:** The rank polynomial of a linear code \( C \) is

\[
U(x,y) = \sum_{u=0}^{n} \sum_{v=0}^{k} U_{uv} x^uy^v.
\]

Relations of the rank polynomial of \( C \), its dual code \( C' \), and the weight polynomial of \( C \) are given by the following results.

**Theorem 7.10:**

\[
U'(x,y) = x^n y^{\dim C'} U \left( \frac{1}{xy}, y \right).
\]

**Theorem 7.11:**

\[
A(x,y) = y^{n-\dim C} U \left( \frac{x-y}{y}, \frac{1}{y} \right) = (x-y)^n U' \left( \frac{y}{x-y}, \frac{1}{y} \right).
\]

### 7.4. Higher Weights and Weight Enumerators

Let \( C \) be an \([n,k,d]q\)-ary linear code. Define the \( r \)-th support weight distribution of \( C \), \( 0 \leq r \leq k \), as the vector \( (A_i^r, 0 \leq i \leq n) \), where

\[
A_i^r = \sharp \{ D : D \text{ is a linear subcode of } C, \dim D = r, |\supp(D)| = i \}.
\]

**Theorem 7.12:** (Generalized MacWilliams identities [46])

\[
\sum_{i=0}^{w} \binom{n-i}{n-w} A_i^r = \sum_{v=0}^{r-1} \binom{w-v}{r} (U')_w^v (0 \leq w \leq n, 0 \leq r \leq k).
\]

This theorem is proved similarly to (7.4).

**Theorem 7.13:** [30] Let

\[
D_C(x,y) = \sum_{i=0}^{n} \left( \sum_{m=0}^{r} [v]_m A_i^m \right) x^{n-i} y^i,
\]
then
\[ D_r^c(x, y) = q^{-r(n-k)} (y + (q^r - 1)x)^n D_r^{c'} \left( \frac{y - x}{y + (q^r - 1)x} \right), \quad r \geq 0. \]

Here \([r]_m = \prod_{i=0}^{m-1} (q^m - q^i)\).

A simple way to prove this theorem is to realize that \(D_r^c(x, y)\) is the Hamming weight enumerator of the code \(C^{(r)} = F_{q^r} \otimes F_q \ C\).

**Concluding remarks.** The ideas of this section can be developed in several directions. First, it is possible to consider different versions of rank polynomials and of support weight distributions such as, for instance,

\[ A_i^{(r)} = \sum_{E \subseteq \{1, \ldots, n\}, |E| = i} \mathbb{Z} \{e_1, e_2, \ldots, e_r \} \subseteq \mathbb{C}, \supp(e_1, e_2, \ldots, e_r) = E \}

\[(i = 0, 1, \ldots, n).\]

The corresponding generating functions, as a rule, satisfy MacWilliams-type identities. This line of thought leads to matroid invariants that we mentioned in the beginning of this section. See [7,15] for more on this subject.

Another avenue is to study alphabets with some algebraic structure such as abelian groups, finite rings, and modules over them. This enables one to define various norm-like functions on the alphabet and study weight enumerators of codes with respect to these functions [27]. When duality is appropriately defined, these enumerators typically also satisfy MacWilliams-type identities.

**8. Decoding**

**Definition 8.1:** Let \(C \subseteq X\) be a code in a metric space \(X\). A (partial) mapping \(\psi : X \to C\) is called **decoding** if for any \(y\) such that \(d(y, C) \leq t\),

\[ \psi(y) = \arg \min_{c \in C} d(c, y). \]

For \(y \notin \bigcup_{c \in C} B_t(c)\) the value of \(\psi(y)\) is undefined.

We will only consider the two extremes: **complete decoding** and **error detection.** Under complete decoding, \(t = r(C)\) (see Definition 3.2), i.e., \(X \subseteq \bigcup_{c \in C} B_t(c)\). Under error detection, \(t = 0\). Error detection will be briefly considered in the beginning of Section 9; otherwise we will focus on complete decoding, denoted by \(\psi\) hereafter.
To justify the term “decoding”, assume that \( C \subseteq \mathcal{H}_q^n \) is used for transmission over a \( q \)-ary symmetric channel (qSC) given by a random mapping \( Q \to Q \) such that
\[
P(b|a) = (1 - p)\delta_{a,b} + \frac{p}{q-1}(1 - \delta_{a,b}),
\]
where \( p \) is called the crossover probability of the channel, \( p < (q - 1)/q \). Suppose that the transmitted codeword \( c \) is received as \( y \in \mathcal{H}_q^n \). The event \( \psi(y) \neq c \) is called a decoding error. Let \( P_{de}(c) \) be its probability. As it turns out, the complete decoder \( \psi \) is a good choice for minimizing \( P_{de}(c) \).

**Definition 8.2:** Let \( C \) be a code. The **Voronoi domain** of a codeword \( c \) with respect to \( C \) is the set
\[
D(c, C) = \{ x \in X : \forall c' \in C \ d(x, c') \leq d(x, c) \}.
\]

**Lemma 8.3:** Let \( C \) be a linear code and \( x \) a vector in \( \mathcal{H}_q^n \). The complete decoding of \( x \) can be defined as follows:
\[
\psi(x) = x - \ell(C - x),
\]
where \( \ell(C - x) \) is a vector of lowest weight in the coset \( C - x \).

**9. Error Probability**

In this and the next section we are concerned with upper bounds on the error probability of complete decoding of the best possible codes used on a binary symmetric channel (BSC). The analysis performed for this channel offers a simple model for results on error exponents for arbitrary memoryless channels. For the BSC it is possible to derive the error exponent bound starting with a transparent geometric description of error events. The ideas developed below are central to (single-user) information theory. Although they are several decades old, they continue to attract attention of researchers to this date. In particular, the main problem in this area, that of the exact error exponent, is still unsolved.

Let \( X = \mathcal{H}_q^n \). Let \( C \) be used for transmission over a qSC with crossover probability \( p \). If \( c \) is the transmitted codeword, then the channel defines a probability distribution on \( X \) given by
\[
P(y|c) = \left( \frac{p}{q-1} \right)^{d(y,c)} (1 - p)^{n-d(y,c)}.
\]
The error probability of decoding for a given vector $c \in \mathcal{C}$ is defined as
\[
P_{de}(c) = \Pr \{ X \setminus D(c, \mathcal{C}) \} = \sum_{y \in X \setminus D(c, \mathcal{C})} P(y|c).
\]
The average error probability for the code $\mathcal{C}$ is
\[
P_{de}(\mathcal{C}) = |\mathcal{C}|^{-1} \sum_{c \in \mathcal{C}} P_{de}(c).
\]
The probability of undetected error $P_{ue}(\mathcal{C})$ for the code $\mathcal{C}$ is defined analogously.

**Theorem 9.1:**
\[
P_{ue}(\mathcal{C}) = A \left( 1 - p, \frac{p}{q - 1} \right) - (1 - p)^n.
\]

**Proof:** Let $\pi(i) = (\frac{p}{q})^i (1 - p)^{n-i}$ and let $A_i(c) = \sharp \{ c' \in \mathcal{C} : d(c, c') = i \}$.
We calculate
\[
P_{ue}(\mathcal{C}) = |\mathcal{C}|^{-1} \sum_{c \in \mathcal{C}} \sum_{c' \in \mathcal{C} \setminus \{ c \}} \pi(d(c, c')) = |\mathcal{C}|^{-1} \sum_{c \in \mathcal{C}} \sum_{i=1}^{n} A_i(c) \pi(i)
\]
\[
= \sum_{i=1}^{n} A_i(c) \pi(i)
\]
\[
= A \left( 1 - p, \frac{p}{q - 1} \right) - (1 - p)^n.
\]

**Definition 9.2:** The error exponent for the Hamming space (known also as the reliability function of the $q$-ary symmetric channel) is defined as follows:
\[
E(R, p, n) = -n^{-1} \log(\min_{c : R(c) \geq R} P_{de}(\mathcal{C})),
\]
\[
E(R, p) = \lim_{n \to \infty} E(R, p, n).
\]
Conventions made after the formula for $R(\delta)$ in Section 3.2 apply to this definition as well.

Analogously to this definition one defines the exponent $E_{ue}(R, p)$ of the probability of undetected error. It is easy to derive a lower bound on this exponent.
Theorem 9.3:

\[ E_{ue}(R, p) \geq D(\delta_{GV}(R)||p) + \log q - R \quad 0 \leq R \leq \delta_{GV}(p), \]
\[ E_{ue}(R, p) \geq \log q - R \quad \delta_{GV}(p) \leq R \leq 1. \]

Proof: Follows by combining Theorem 9.1 and Corollary 4.6. \( \square \)

9.1. A Bound on \( P_{de}(\mathcal{C}) \)

We proceed with bounds on \( P_{de}(\mathcal{C}) \).

\[ P_{de}(\mathcal{C}) \leq |\mathcal{C}|^{-1} \sum_{c \in \mathcal{C}} \sum_{c' \in \mathcal{C} \setminus \{c\}} P(c \rightarrow c'), \]
where

\[ P(c \rightarrow c') := \sum_{y \in X: d(y, c') \leq \delta(y, c)} P(y|c) \]

is the probability, under the binomial distribution, of the half-space cut out by the median hyperplane between \( c \) and \( c' \). Note that \( P(y|c) \) depends only on the Hamming weight of the error vector \( x = y - c \).

Lemma 9.4: Let \( P_{de}(\mathcal{C}, x \in U) \) be the joint probability of decoding error and the event \( x \in U \subseteq X \). Then for any \( r = 0, 1, \ldots, n \),

\[ P_{de}(\mathcal{C}, p) \leq P(\mathcal{C}, x \in B_r(0)) + P(x \notin B_r(0)). \]

Let us specialize this result using the distance distribution of the code.

Lemma 9.5: Let \( \mathcal{C} \) be a \( d \)-code with distance distribution \( (A_0, A_d, \ldots, A_n) \). Then for any \( r = 0, 1, \ldots, n \),

\[ P_{de}(\mathcal{C}, p) \leq P_1 + P_2, \]  
where

\[ P_1 = \sum_{u=d}^{2r} A_w \sum_{e=[w/2]}^{r} |B_e(c) \cap B_r(0)| p^e (1 - p)^{n-e} \quad (9.2) \]
\[ = \sum_{u=d}^{2r} A_w \sum_{i=[w/2]}^{r} \sum_{\ell=0}^{r-i} \binom{w}{i} \binom{n-w}{\ell} p^{i+\ell} (1 - p)^{n-i-\ell}, \quad (9.3) \]
where $c$ is a code vector with $|c| = w$, and

$$P_2 = \sum_{e=w+1}^{n} \binom{n}{e} p^e (1 - p)^{n-e}. \quad (9.4)$$

**Proof:** Let $c$ be the transmitted codeword, let $x$ be the error vector in the channel, $|x| = e$, and let $y = c + x$ be the received vector. A decoding error occurs if $v = d(y, c') \leq d(y, c) = e$.

Let $d(c, c') = w$ and suppose that $A_w(c)$ is the number of codewords in $\mathcal{C}$ at distance $w$ from $c$. Since all the error vectors of one and the same weight are equiprobable, we have

$$P_{de}(c, x \in B_r(0)) \leq A_w(c) \sum_{e=[w/2]}^{r} |B_e(c') \cap B_e(0)| p^e (1 - p)^{n-e}. \quad (9.2)$$

Computing the average value of $P_{de}(c, x \in B_r(0))$ over the code, we obtain (9.2). To obtain (9.3), observe that, as in Lemma 6.4,

$$P_1 = \sum_{w=d}^{2r} A_w \sum_{e=[w/2]}^{r} p^e (1 - p)^{n-e} \sum_{s=0}^{r} p_{s,w}^w. \quad (9.5)$$

Let $i = |\text{supp}(x) \cap \text{supp}(c, c')|$ and $\ell = e - i$. Now (9.3) follows by substituting the definition of $p_{s,w}^w$ and renaming the summation indexes.

The expression for $P_2$ is immediate. \qed

The choice of $U = B_r(0)$ in the last two lemmas is justified by the fact that the noise is spherically symmetric. It makes sense to choose the radius $r$ so that the bound on $P_{de}$ is minimized. An interesting fact is that for random codes of rate $R$ this minimum is attained for $r/n \to \delta_{GV}(R)$. 


Lemma 9.6: The minimum of the bound (9.1) is attained for \( r = r_0 \), where

\[
r_0 = \min \left\{ r : \sum_{w=d}^{2r} A_w \sum_{c=\lfloor w/2 \rfloor}^{r} |B_r(c) \cap S_r(0)| \geq S_r \right\},
\]

where \( c \in \mathbb{C}, |c| = w \). Further, if \((\mathbb{C}_i, i = 1, 2, \ldots)\) is a sequence of random linear codes of growing length, then \( \lim_{n \to \infty} \frac{A}{n} = \delta_{GV}(R) \).

Proof: The first part of the claim is obvious since \( P_1 \) is a growing and \( P_2 \) a falling function of \( r \). Let us prove the second part. Let \( A_w \) be an element of the weight distribution of a random linear code of length \( n \). We then have (see Theorem 4.5)

\[
A_w \leq n^2 \left( \frac{n}{w} \right)^{2R_n-n}.
\]

Using Corollary 6.5, we now obtain

\[
n^2 2^{R_n-n} \sum_{w=d}^{2r} \left( \frac{n}{w} \right)^{2} \sum_{c=\lfloor w/2 \rfloor}^{r} |B_r(c) \cap S_r(0)| \cong 2^{R_n-n} \left( \frac{n}{r} \right)^{2}.
\]

To find \( r_0 \) for large \( n \), we equate this to \( S_r = \binom{n}{r} \) to obtain

\[
2^{R_n-n} \left( \frac{n}{r_0} \right) \cong 1,
\]

i.e., \( r_0 / n \to \delta_{GV}(R) \), as claimed. \( \square \)

10. Upper Bound on the Error Probability

The error probability of decoding of good codes is known to fall exponentially when the code length increases, for all code rates less than the capacity \( C \) of the channel. The following theorem gives a bound on this exponent.

Theorem 10.1: \( E(R, p) \geq E_0(R, p) \), where for \( 0 \leq R \leq R_x \)

\[
E_0(R, p) = E_x(R, p) = -\delta_{GV}(R) \log 2 \sqrt{p(1-p)}, \quad (10.1)
\]

for \( R_x \leq R \leq R_{crit} \)

\[
E_0(R, p) = E_r(R, p) = D(p_0 || p) + R_{crit} - R, \quad (10.2)
\]
and for $R_{\text{crit}} \leq R \leq \epsilon' = 1 - h_2(p)$

$$E_0(R, p) = E_{\text{sp}}(R, p) = D(\delta_{\text{GV}}(R)||p);$$ \hfill (10.3)

here

$$R_x = 1 - h_2(\omega_0),$$ \hfill (10.4)

$$R_{\text{crit}} = 1 - h_2(\rho_0),$$ \hfill (10.5)

$$\rho_0 = \frac{\sqrt{p}}{\sqrt{p} + \sqrt{1 - p}}, \quad \omega_0 := 2\rho_0(1 - \rho_0) = \frac{2\sqrt{p(1 - p)}}{1 + 2\sqrt{p(1 - p)}}.$$

For $\epsilon' \leq R \leq 1$, $E(R, p) = 0$.

**Proof:** Suppose we transmit with random $[n, Rn, d]$ linear codes, $d/n \rightarrow \delta_{\text{GV}}(R)$. We use (9.1), (9.2), and (9.4) to bound the error probability

$$P_1 \leq n^{2R - n} \sum_{w=d}^{2R} \frac{n}{w} \sum_{e=\lfloor w/2 \rfloor}^{R} |B_e(c) \cap B_e(0)| p^e(1 - p)^{n-e}. \hfill (10.6)$$

Letting $e = \rho n$, we obtain from Corollary 6.5 the estimate

$$P_1 \approx \max_{\delta_{\text{GV}}(R)/2 \leq \rho \leq \delta_{\text{GV}}(R)} \exp[-n(D(\rho||p) + (1 - R) - h_2(\rho))].$$

The unconstrained maximum on $\rho$ on the right-hand side (the minimum of the exponent) is attained for $\rho = \rho_0$, and, again by Corollary 6.5, the unconstrained maximum on $\omega = w/n$ in (10.6) is attained for $\omega = \omega_0$. The three cases (10.1)-(10.3) are realized depending on how $\omega_0$ and $\rho_0$ are located with respect to the optimization limits.

The case (10.2) corresponds to $\omega_0, \rho_0$ within the limits: $\delta_{\text{GV}}(R)/2 \leq \rho_0 \leq \delta_{\text{GV}}(R), \omega_0 \geq \delta_{\text{GV}}(R)$. Then the exponent of $P_1$ is

$$D(\rho_0||p) + h_2(\delta_{\text{GV}}(R)) - h_2(\rho_0),$$ \hfill (10.7)

i.e., the random coding exponent of (10.2). We need to compare the exponent of $P_1$ with the exponent $D(\delta_{\text{GV}}(R)||p)$ of $P_2$. Under the assumption $\rho_0 < \delta_{\text{GV}}(R)$ their difference is

$$[D(\rho_0||p) - h_2(\rho_0)] - [D(\delta_{\text{GV}}(R)||p) - h_2(\delta_{\text{GV}}(R))] < 0$$

since $D(x||p) - h_2(x)$ is an increasing function of $x$ for $x > \rho_0$. This proves that the dominating exponent for $R \leq R_{\text{crit}}$ is given by (10.7).
Suppose now that \( \omega_0 \geq \delta_{GV}(R) \) and \( \rho_0 \geq \delta_{GV}(R) \), i.e., \( R \geq R_{crit} \). In this case the exponent of \( P_1 \) is dominated by the term with \( \rho = \delta_{GV}(R) \). Then we conclude that the exponents of \( P_1 \) and \( P_2 \) are both equal to the sphere-packing exponent of (10.3).

If \( \omega_0 \leq \delta_{GV} \), i.e., \( R \leq R_x \), the maximum on \( \omega \) is attained for \( \omega = \delta_{GV} \), and we get for the right-hand side of (10.6) the following expression:

\[
\sum_{e \geq \delta_{GV} / 2} \left( \frac{n \delta_{GV}}{n \delta_{GV} / 2} \right)^{e} \left( \frac{n(1 - \delta_{GV})}{e - \left(1/2\right)n \delta_{GV}} \right)^{p^e} (1 - p)^{n-e}.
\]

This is maximized when \( e - \left(1/2\right)n \delta_{GV} = n(1 - \delta_{GV})p \), i.e., for

\[
\rho = \frac{e}{n} = (1 - \delta_{GV})p + \frac{\delta_{GV}}{2}.
\]

Substituting, we obtain the “expurgation exponent” \( E_x(R, p) \) of (10.1). To finish off this case we need to show that the exponent \( D(\delta_{GV} \| p) \) of the term \( P[w(y) \geq d] \) is greater for \( \omega_0 \leq \delta_{GV} \leq 1/2 \) than \( E_x(R, p) \). This is confirmed by a straightforward calculation.

The proof of the equality \( E(R, 0) = 0 \) for \( R \geq \mathcal{C} \) (the “converse coding theorem”) will be omitted.

In the next two subsections we study a geometric interpretation of this theorem and provide background and intuition behind it.

### 10.1. Geometric View of Theorem 10.1

A close examination of the proof reveals the intuition behind decoding error events for random codes. The capacity region of the BSC is given on the \((R, p)\)-plane by \((0 \leq R, 0 \leq p \leq 1/2, R + h_2(p) \leq 1)\). According to the three cases in the theorem, this region can be partitioned naturally into the regions of low noise \( A \), moderate noise \( B \), and high noise \( C \), where

\[
\begin{align*}
(10.1) & \quad A = \{(R, p) : R \leq 1 - h_2(\omega_0)\}, \\
(10.2) & \quad B = \{(R, p) : 1 - h_2(\omega_0) \leq R \leq 1 - h_2(\rho_0)\}, \\
(10.2) & \quad C = \{(R, p) : 1 - h_2(\rho_0) \leq R \leq 1 - h_2(p)\}.
\end{align*}
\]

As \( n \) increases, within each region the error events are dominated by a particular (relative) weight \( \omega_{typ} \) of incorrectly decoded codewords. Moreover, the relative weight \( \rho_{typ} \) of error vectors that form the main contribution to
the error rate also converges to a particular value. We have, for the regions $A$, $B$, and $C$, respectively,

\[
\begin{align*}
\omega_0 < \delta_{GV}, & \quad \rho_{typ} = (1 - \delta_{GV})p + \frac{1}{2}\delta_{GV}, \quad \omega_{typ} = \delta_{GV}, \\
\omega_0 \geq \delta_{GV}, \rho_0 < \delta_{GV}, & \quad \rho_{typ} = \rho_0, \quad \omega_{typ} = 2\rho_0(1 - \rho_0), \\
\omega_0 \geq \delta_{GV}, \rho_0 \geq \delta_{GV}, & \quad \rho_{typ} = \delta_{GV}, \quad \omega_{typ} = 2\delta_{GV}(1 - \delta_{GV}).
\end{align*}
\]

When the code is used in the low-noise region, the typical relative weight of incorrectly decoded codewords is $\delta_{GV}(R)n$, i.e., it does not depend on the channel. In the moderate noise region, the typical weight of incorrect codewords is $\rho_0$ and in the high noise region it is $\delta_{GV}(R)$. We observe therefore that for $R > R_x$ the error probability does not depend on the minimum distance of the code.

The geometry of decoding for $R < R_{crit}$ and for $R > R_{crit}$ is of very different nature. Consider an error event that corresponds to the moderate-noise region. Its probability is dominated by errors $y$ of relative weight $\rho_0$.

From the proof of the theorem and Corollary 6.5 it can be seen that the number of points of the sphere $S_{\rho_0 n}$ that are decoded incorrectly behaves exponentially as

\[
\frac{\binom{n}{\rho_0 n}}{\binom{n}{\delta_{GV} n}} \frac{n}{\rho_0 n},
\]

hence their fraction has the same exponent as $\binom{n}{\rho_0 n} / \binom{n}{\delta_{GV} n}$. We see that for $\rho_0 < \delta_{GV}$ an exponentially small fraction of error vectors $y$ of weight $\rho_0 n$ leads to an incorrect codeword $c'$. We have $|c'|/n \to \omega_0, d(y, c')/n \to \rho_0$.

Moreover, with some additional argument it is possible to show that an error vector $y$ on the sphere of radius $\rho_0 n$ around the transmitted codeword typically falls in at most one ball $B_{\rho_0 n}(c')$ around an incorrect codeword $c'$. Hence, the union bound of (9.2), (10.6) for random linear codes is exponentially tight. Error vectors $y$ that are incorrectly decoded to a codeword $c'$ occupy one and the same fraction

\[
\approx \frac{\binom{n}{\rho_0 n}}{\binom{n}{\delta_{GV} n}} \frac{\binom{n}{\delta_{GV} n}}{\binom{n}{\rho_0 n}} = \frac{\binom{n}{\rho_0 n}}{\binom{n}{\delta_{GV} n}}
\]

of the sphere $S_{\rho_0 n}$ for almost every incorrect codeword $c', |c'| = \omega_0 n$.

On the other hand, once $R$ exceeds $R_{crit}$ or $\rho_0 > \delta_{GV}$, almost every point $y$ on the sphere $S_{\rho_0 n}(c)$ leads to a decoding error; the only relief comes from the fact that such points are received from the channel in an
exponentially small fraction of transmissions. For $R > R_{\text{crit}}$ almost every incorrectly decoded error vector $\mathbf{y}$ will have exponentially many codewords that are same distance or nearer to it as the transmitted word.

10.2. *Explication of the Random Coding Bounds*

Random coding bounds were a central topic in information theory in the first few decades of its development. They can be derived by a variety of approaches. Following the methods developed in this chapter, we single out two related, though not identical ways to random coding bounds, both with long lineage. The first one is writing an estimate for the error probability of complete decoding of a code and then averaging this expression over an ensemble of random codes. The strongest results on this way were obtained by Gallager whose treatise [26] also gives the most comprehensive account of this method. A recent informal discussion of it by one of the main contributors is found in [13].

The second approach suggests first to establish properties of a good code in the ensemble such as distance distribution and then to estimate the error probability for this particular code. This idea was also suggested by Gallager [25]. This is what we did when we first proved Theorem 4.5 and then used the code whose existence is proved in it, in Theorem 10.1.

There are two reasons for which the second approach may prevail. First, under it, Theorem 10.1 generalizes without difficulty to arbitrary discrete memoryless channels. Of course, in this case the Hamming weight and distances do not describe the effect of noise adequately; their role is played by the composition ("type") codewords and information distance between types, respectively [20]. Remarkably, it is possible to extend some of the geometric intuition of Section 10.1 to this very general case [19].

Apart from this generalization, in engineering applications it is more important to be able to bound the error probability for a specific code than for an ensemble of codes. Constructing good bounds on this probability received much attention in the last decade (see [42], [43]). This problem has also revived interest in deriving random coding bounds via estimating the error probability for a specific code.

There is also a minor technical problem with computing the average error probability for some code ensembles; for low rates typical codes are often poor (cf. Theorem 4.2). To deal with this, one usually employs "expurgation" of the code, i.e., removing from it codewords for which the error
probability $P_{\text{cde}}(C)$ is large. This issue is discussed in more detail in [26],[8].

Other methods in this area include hypothesis testing [14] and, lately, applications of statistical mechanics.

10.3. Spherical Codes

Similar results can be derived for codes on the sphere $S^n$ in $\mathbb{R}^n$ used over a Gaussian channel with additive white noise. In particular, an analog of Theorem 10.1 was proved by Shannon in [45]. As it is seen now [6], the idea of Shannon’s proof is qualitatively similar to the proof of Theorem 10.1, though the analytic part is somewhat more involved.

11. Polynomial Method

This section is concerned with one application of harmonic analysis to extremal problems of coding theory. The ideas are primarily due to MacWilliams [37] and Delsarte [21]. We will provide details for codes in the Hamming space; however, it should be kept in mind that a similar theory can be developed for a large class of finite and infinite metric spaces [22],[28].

**Theorem 11.1:** [21] Let $x \in H_q^n, |x| = i$, be a vector. Then the Krawtchouk number $K_k(i)$ equals

$$K_k(i) = \sum_{y \in H_q^n, |y| = k} \varphi_x(y),$$

where $\varphi_x(y) = \exp(2\pi i(x,y)/q)$ is a character of the additive group $(\mathbb{Z}_q)^n$.

**Definition 11.2:** Let $K = \|K_k(i)\|$ be the $(n+1) \times (n+1)$ Krawtchouk matrix with rows numbered by $i$ and columns by $k$, and let $A = (A_0, A_1, \ldots, A_n)$ be the distance distribution of an $(n,M)$ code $\mathcal{C}$ in $H_q^n$. The vector

$$(A'_0, A'_1, \ldots, A'_n) = M^{-1}AK$$

is called the dual distance distribution of $\mathcal{C}$.

The number $d^* = \min(i \geq 1 : A_i > 0)$ is called the dual distance of the code $\mathcal{C}$. If $\mathcal{C}$ is linear, then $d^*$ is the minimum distance of the dual code $\mathcal{C}'$.

The code $\mathcal{C}$ is called a design of strength $t$ if $d'(\mathcal{C}) = t + 1$. 
Theorem 11.3: [21] The components of the dual distance distribution of any code are nonnegative, and $A'_0 = 1$, $\sum A'_i = q^m/M$.

The main application of this result to extremal problems of coding theory is given in the following theorem.

Theorem 11.4: Let $C$ be code with distance $d$ and dual distance $d'$. To bound

$$F(g) = \sum_{i=d}^n g(i)A_i(C)$$

below, choose

$$f(x) = \sum_{k=0}^n f_kK_k(x), \quad f_k \geq 0, d' \leq k \leq n,$$

so that $f(i) \leq g(i), d \leq i \leq n$. Then

$$F(g) \geq |C|f_0 - f(0).$$

To bound $F(g)$ above, choose

$$h(x) = \sum_{k=0}^n h_kK_k(x), \quad h_k \leq 0, d' \leq k \leq n,$$

so that $h(i) \geq g(i), d \leq i \leq n$. Then

$$F(g) \leq |C|h_0 - h(0).$$

Proof: For instance, let us prove the second part. We have

$$\sum_{i=0}^n h(i)A_i = \sum_{i=0}^n A_i \sum_{j=0}^n h_jK_j(i) = \sum_{j=0}^n h_j|C|A'_j \leq h_0|C|.$$

Here the second step is by definition of $A'_j$ and the final step is justified by the Delsarte inequalities. Hence

$$F(g) = \sum_{i=d}^n g(i)A_i \leq \sum_{i=d}^n h(i)A_i \leq h_0|C| - h(0).$$

The first part of the theorem is established analogously. \qed
Corollary 11.5: Let
\[ f(x) = \sum_{k=0}^{n} f_k K_k(x), \quad f_0 > 0, \quad f_k \geq 0, \quad k = 1,2,\ldots,n, \]
be a polynomial such that \( f(i) \leq 0, \quad i = d, d+1, \ldots, n \). Then for any \((n,M,d)\)
code we have
\[ M \leq \frac{f(0)}{f_0}. \]

Proof: Take \( g \equiv 0 \) in the first statement of Theorem 11.4. \quad \Box

Theorem 11.4 is essentially due to Delsarte [21] who proved it in the form
given in the last corollary. It was realized not long ago [3] that the same
method can be used for bounding code parameters other than its size. This
approach implies numerous results in extremal problems in coding theory,
both “finite” and asymptotic.

Corollary 11.6: Let \( g(i) = p^i(1-p)^{n-i} \) and let \( f(x) \) be a polynomial that
satisfies the conditions of Theorem 11.4. Then for any code \( \mathcal{C} \),
\[ P_{we}(\mathcal{C}) \geq |\mathcal{C}|f_0 - f(0). \]

Corollary 11.7: Let \( r \in \{1,2,\ldots,n\} \). For any code \( \mathcal{C} \) there exists a num-
ber \( i, 1 \leq i \leq r \), such that
\[ A_i(\mathcal{C}) \geq \frac{|\mathcal{C}|f_0 - f(0)}{f(i)}. \]

Results similar to those established here for \( \mathcal{H}_q^n \) can be proved for
the Johnson space \( J^n_p \). In the Johnson space the role of Krawtchouk
polynomials is played by one class of Hahn polynomials \( H_k(x) \).

Spherical codes. Let \( \mathcal{C} \subseteq X = J^n_p \) and \( b(s,t) \) be its distance (inner
product) distribution, see Section 3.1. The analog of Delsarte inequalities
has the following form.

Theorem 11.8: [23], [28]
\[ \int_{-1}^{1} P^\alpha_k(x)db(x) \geq 0, \quad k = 0,1,\ldots, \]
where \( \alpha = (n-3)/2 \) and \( P^\alpha_k(x) \) is a Gegenbauer polynomial of degree \( k \).
Corollary 11.9: Let \( \mathcal{C} \) be a code with distance distribution \( b(s,t) \). To bound

\[
F(g) = \int_{-1}^{t} g(x) \, db(x),
\]

choose

\[
f(x) = \sum_{k=0}^{l} f_k P_k^\alpha(x), \quad f_k \geq 0, \quad 1 \leq k \leq l, \quad l = 1, 2, \ldots,
\]

so that \( f(x) \leq g(x), -1 \leq x \leq t \). Then

\[
F(g) \geq |\mathcal{C}|f_0 - f(1).
\]

12. Krawtchouk Polynomials

Definition 12.1: Krawtchouk polynomials are real polynomials orthogonal on \( \{0, 1, \ldots, n\} \) with weight \( \mu(i) = q^{-n} \binom{n}{i} (q-1)^i \):

\[
\langle K_i, K_j \rangle = \binom{n}{i} (q-1)^i \delta_{i,j},
\]

where

\[
\langle K_i, K_j \rangle = \sum_{s=0}^{n} K_i(s) K_j(s) \mu(s).
\]

Explicitly,

\[
K_k(x) = \sum_{\sigma=0}^{k} (-1)^\sigma \binom{x}{\sigma} \binom{n-x}{k-\sigma} (q-1)^{k-j}.
\]

Properties.

\[
||K_i||^2 = \binom{n}{i} (q-1)^i; \quad K_i(0) = \binom{n}{i} (q-1)^i.
\]

\[
K_i(s) \leq \sqrt{\frac{(\binom{n}{i} (q-1)^i)}{\mu(s)}}.
\]

Any polynomial \( f(x) \) of degree \( \leq n \) can be expanded into the Krawtchouk basis: \( f = \sum f_k K_k \), where

\[
f_k = \frac{\langle f, K_k \rangle}{\langle K_k, K_k \rangle}.
\]
In particular, let \( f(x) = K_i(x)K_j(x) \), then
\[
f(a) = \sum_{k=0}^{n} p_{k,i}^k K_k(a), \ a = 0, 1, \ldots, n,
\]
where \( p_{k,i}^k \) is the intersection number of \( \mathcal{H}_2^n \).

**Proof:** We treat the case \( q = 2 \), the general case being analogous.
\[
K_i(s)K_j(s) = \sum_{|y|=i} (-1)^{|x\cdot y|} \sum_{|y'|=j} (-1)^{|x\cdot y'|} = \sum_{|y'\cdot y| = i-j, |y'|=j} (-1)^{|x\cdot y'|}. \]

From this we can derive another expression for \( p_{k,i}^j \):
\[
\left\langle \sum_{k=0}^{n} p_{k,i}^j K_k, K_i \right\rangle = p_{k,i}^j \left( \frac{n}{j} \right) = \langle K_j K_j, K_i \rangle = \sum_{\sigma=0}^{n} K_i(\sigma)K_j(\sigma)K_j(\sigma)\mu(\sigma).
\]

The polynomial \( K_k(x) \) has \( k \) simple zeros \( x_{1,k} < x_{2,k} < \cdots < x_{k,k} \) located between 0 and \( n \). Zeros of \( K_k(x) \) and \( K_{k+1}(x) \) possess the “interlac ing” property:
\[
0 < x_{1,k+1} < x_{1,k} < x_{2,k+1} < \cdots < x_{k,k} < x_{k+1,k+1} < n.
\]

Most of these and many other properties of Krawtchouk polynomials were proved by Delarte [22]. Given the importance of Krawtchouk polynomials for coding theory, they have received much attention. Comprehensive surveys of their properties are provided in [35], [32].

In the Johnson space \( J^n_w \) the role of Krawtchouk polynomials is played by Eberlein polynomials \( E_k(x) \) and some Hahn polynomials \( H_k(x) \) (they are the \( p \) - and \( q \)-polynomials of the Johnson association scheme, respectively). The polynomials \( H_k(x) \) are orthogonal on the set \( \{0, 1, \ldots, w\} \) with weight \( \mu(i) = \binom{n}{i} / \binom{n}{w} \). Their properties were established in [22], see also [39].

**Asymptotics.** Asymptotic behavior of extremal zeros and of the polynomials themselves plays a major role in coding-theoretic applications of the polynomial method.

Let \( K_{\tau n}(\xi n) \) be a binary Krawtchouk polynomial, \( \tau < 1/2 \). We are concerned with the asymptotics of the first zero \( x_{1,\tau n} \) and of the exponent \( k(\tau, \xi) = \lim_{n \to \infty} n^{-1} \log \log K_i(x) \). Let \( \phi(u) = (1/2) - \sqrt{u}(1 - u) \).
The zeros of \( K_i(x) \) are located inside the segment \([n\phi(\tau), n(1 - \phi(\tau))]\) and for the minimum zero we have
\[
n\phi(\tau) \leq x_{1,\tau n} \leq n\phi(\tau) + t^{1/6}\sqrt{n - t}.
\] (12.2)

The following is known about \( k(\tau, \xi) \).
\[
k(\tau, \xi) \leq k_1(\tau, \xi) = \frac{1}{2}(h(\tau) - h(\xi) + 1) \quad (0 \leq \tau \leq 1),
\]
\[
k(\tau, \xi) \sim k_2(\tau, \xi) = h(\tau) + I(\tau, \xi) \quad (0 \leq \xi < \phi(\tau)),
\]
\[
k(\tau, \xi) < k_3(\tau, \xi) = \frac{1}{2}\left[\xi \log_2 \frac{\phi(\tau)}{1 - \phi(\tau)} + \log_2(1 - \phi(\tau)) + h(\tau) + 1\right]
\quad (0 \leq \xi \leq \phi(\tau)).
\]

Here
\[
I(\tau, \xi) = \int_0^\xi \log \frac{s + \sqrt{s^2 - 4y(1 - y)}}{2 - 2y} dy,
\]
where \( s = 1 - 2\tau \). While these asymptotic relations cover coding theory needs, much more accurate results on the asymptotic behavior of \( K_i(x) \) in the region \( x < (1/2)(n - 1) - \sqrt{\Omega(n - 1)} \) (i.e., outside the oscillatory region) are given in \[31\].

We note that \( k_1(\tau, \xi) \geq k_2(\tau, \xi) \geq k_3(\tau, \xi) \) for \( 0 \leq \xi \leq \phi(\tau) \), with equality if and only if \( \xi = \phi(\tau) \). Moreover, for this \( \xi \) also
\[
(k_1(\tau, \xi))_\xi' = (k_2(\tau, \xi))_\xi' = (k_3(\tau, \xi))_\xi'.
\]

It is also possible to prove a lower bound on Krawtchouk polynomials.

**Theorem 12.2:** Let \( x \in [x_{1,\ell}, n - x_{1,\ell}] \) be an integer. Then
\[
(K_i(x) + K_{i+1}(x))^2 \geq O(1)\left(\frac{n}{\ell}\right)/\mu(x).
\]

With the exception of the last theorem, similar results are known for the Hahn \[36\] and Gegenbauer \[2\] polynomials.

### 12.1. Jacobi Polynomials

The role of Gegenbauer polynomials for projective spaces over \( \mathbb{R}, \mathbb{C} \), and \( \mathbb{H} \) is played by various Jacobi polynomials. Jacobi polynomials \( P^{\alpha,\beta}_n(x) \) are
orthogonal on the segment $[-1, 1]$ with respect to the measure $d\mu(x) = (1 - x)^\alpha(1 + x)^\beta dx$. We have

$$P^{\alpha, \beta}_k(x) = L_k \prod_{j=1}^{k} (x - t_{j,k}),$$

where

$$L_k = 2^{-k} \sum_{\nu=0}^{k} \binom{k+\alpha}{k-\nu} \binom{k+\beta}{\nu}.$$

The zeros $t_{j,k}$ of $P_k$ are located between $-1$ and 1; we assume numbering from right to left: $t_{k,k} < t_{k-1,k} < \cdots < t_{1,k}$. We have

$$P^{\alpha, \beta}_k(x) = (-1)^k P^{\beta, \alpha}_k(-x).$$

Zeros of $P^{\alpha, \alpha}_k(x)$ are symmetric with respect to 0, and $t_{k,k} = -t_{1,k}$.

For $k \to \infty$, $\alpha = ak$, $\beta = bk$, we have [28]

$$t_{1,k} \to q(a, b) := 4\sqrt{(a + b + 1)(a + 1)(b + 1)} - \frac{a^2 + b^2}{(a + b + 2)^2},$$

$$t_{k,k} \to -q(b, a);$$

in particular, for $\alpha = \beta$ this implies

$$t_{1,k} \to q(a, a) = \frac{\sqrt{1 + 2a}}{1 + a}.$$

The asymptotic exponent of $P^{\alpha, \beta}_k$ has the same qualitative behavior as that of the Krawtchouk and Hahn polynomials, see [2], [31].

13. Christoffel-Darboux Kernel and Bounds on Codes

This section deals with a famous application of the polynomial method to extremal problems. Following [39], consider the polynomial $f(x) = (K_t(a))^2 W_t(x)$, where

$$W_t(x) = \frac{(K_{t+1}(x) + K_t(x))^2}{a - x}.$$

Here $a$ is the smallest root of $K_{t+1}(x) + K_t(x)$ and $t$ is a parameter.
Theorem 13.1: The polynomial \( f(x) \) has the following properties:
(i) in the expansion \( f(x) = \sum_{k=0}^{2^{t+1}} f_k K_k(x) \) the coefficients \( f_k \) are nonnegative and
\[
f_0 = \frac{2}{t+1} (K_t(a))^2 \binom{n}{t};
\]
(ii)
\[
f(0) = \frac{(K_{t+1}(a))^2}{a} \binom{n}{t}^2 \binom{n+1}{t}^2 \binom{(n+1)^2}{(t+1)^2};
\]
(iii) \( f_k \cong \log_2 (K_t(a))^2 p_{t,L}^k. \)

Proof: We rewrite \( f(x) \) as
\[
f(x) = \frac{(K_t(a)K_{t+1}(x) - K_t(x)K_{t+1}(a))^2}{a - x}
\]
and use the Christoffel-Darboux formula
\[
\frac{K_t(y)K_{t+1}(x) - K_t(x)K_{t+1}(y)}{y - x} = \frac{2}{t+1} \sum_{j=0}^{t} \frac{K_j(x)K_j(y)}{\binom{n}{j}}.
\]
Then by (12.1)
\[
\binom{n}{k} f_k = \left< K_t(a)(K_{t+1}(x) + K_t(x)) \frac{2}{t+1} \sum_{j=0}^{t} \frac{K_j(x)K_j(a)}{\binom{n}{j}}, K_k \right>
\]
\[
= \left< \frac{2K_t(a)}{t+1} \sum_{j=0}^{t} \frac{K_j(a)}{\binom{n}{j}} \sum_{i=0}^{n} (p_{t,i,j}^i + p_{t+1,j}^i)K_i, K_k \right>
\]
\[
= \frac{2K_t(a)}{t+1} \sum_{j=0}^{t} \frac{K_j(a)}{\binom{n}{j}} (p_{t,i,j}^i + p_{t+1,j}^i) \geq 0.
\]
From the last line we also find \( f_0; f(0) \) is found from the definition of \( f(x) \).
This proves parts (i)-(ii).

From the last line of the above calculation we also find
\[
f_k \geq \frac{2K_t(a)}{t+1} p_{t,L}^k.
\]
To prove part (iii), we need a matching asymptotic upper bound on \( f_k \). This bound indeed holds true (see [1]), though its proof is somewhat more complicated. \( \square \)
Theorem 13.2: [39] Let $C$ be an $(n, M, d)$ binary code. Then
\[
M \leq \frac{(n + 1)^2}{2(t + 1)a(t)},
\]
where $t$ satisfies $x_{1,t+1} < d < x_{1,t}$.

Proof: The bound follows on verifying that the polynomial $f(x)$ from the previous section satisfies the conditions of Corollary 11.5.

This result can be improved for all finite $n, d$ by using in Corollary 11.5 another polynomial related to but different from $f_t(x)$ [35].

Theorem 13.3:
\[
R(\mathcal{H}^n; \delta) \leq h_2(\delta(\delta)),
\]
\[
R(\mathcal{C}^n, \omega, \delta) \leq h_2\left(\frac{1}{2}\left(1 - \sqrt{1 - (\sqrt{4\omega(1 - \omega) - \delta(2 - \delta) - \delta^2})}\right)\right),
\]
\[
R(\mathcal{C}^n; \theta) \leq \frac{1 + \sin \theta}{2\sin \theta} h_2\left(\frac{1 - \sin \theta}{1 + \sin \theta}\right).
\]

The bound on $R(\mathcal{H}^n; \delta)$ (the so-called first MRRW bound [39]) follows easily from the previous theorem and (12.2). Bounds (13.2) [39] and (13.3) [28] are proved by repeating the above argument for Hahn and Gegenbauer polynomials, respectively.

Bound (13.1) can be improved for small $\delta$ using (13.2) in the Bassalygo-Elias inequality (5.1). The resulting estimate is called the “second MRRW bound”; it is the best upper bound for the Hamming space known to date. Bound (13.2) is the best known for large $\delta$; however, for small $\delta$ it is not as good as the result of Theorem 5.6. Another improvement of (13.2) is given in [44].

Although it is not clear if the second MRRW bound can be improved within the frame of the polynomial method, it is shown in [44] that relying on this method it is not possible to prove tightness of the Gilbert-Varshamov bound. After more than two decades of holding the record, it is believed by many that the second MRRW bound is asymptotically the best obtainable by the polynomial method. Experimental evidence confirming this conjecture is provided in [9].

Asymptotics of the coefficients of the polynomial $f(x)$ in Theorem 13.1 calls for geometric interpretation. It is tempting to conjecture the existence...
of some packing argument which would lead to the same asymptotic result as Theorem 13.2 and link it to the results of Section 16 on the covering radius, to bounds on constant weight codes and to the union bound on the error probability of decoding. At the time of writing this, any argument of this kind is missing.

14. Bounding the Distance Distribution

14.1. Upper Bounds

Let \( C \subseteq \mathcal{C}_2^n \) be a code with distance \( d \), dual distance \( d' \) and distance distribution \((1, A_4, \ldots, A_n)\). If either \( d \) or \( d' \) are unknown, below we assume them to be zero.

The nature of the polynomial approach to bounding the distance distribution leads to asymptotic upper bounds that depend either on \( d \) or on \( d' \). Lower bounds depend on the code rate \( R \).

Upper bounds in terms of \( d' \) also involve \( R \) and bound the distance distribution of designs. Since a design in a finite space approximates a uniformly distributed set of points, one expects its distance distribution to approach that of the random code. Therefore in this direction one obtains bounds on the deviation of the distance profile of codes from the function \( a_0(R) \) (Section 3.1).

A straightforward way to bound the component \( A_w \) above is by saying

\[
A_w \leq M(\mathcal{J}_{n,w}^w; d).
\]

Better results in many cases are obtained by Theorem 11.4.

**Theorem 14.1:** [3] Let \( C \) be a code with distance \( d \) and dual distance \( d' \):

\[
F(d, d') = \sum_{i=d}^{n} g_w(i) A_i(C).
\]

Let \( g_w(i) = (K_w(i))^2 \),

\[
c = \begin{cases} 
\frac{t+1}{2} \frac{\binom{n}{w} - \binom{n}{d'}}{\binom{n}{d'}}, & \text{if } d'/2 \leq w \leq t, \\
0, & \text{if } 0 \leq w \leq d'/2. 
\end{cases}
\]

Then for sufficiently large \( n \) and \( 0 \leq w < t \leq \frac{n}{2} \),

\[
F_w(d, d') \leq |C| \left[ \binom{n}{w} - c \binom{n}{t} \right] - \binom{n}{w}^2 + \frac{c}{a} \left[ \binom{n}{t+1} + \binom{n}{t} \right]^2.
\]
The proof is accomplished by choosing in Theorem 11.4
\[ f(x) = (K_n(i))^2 - c \left( \frac{c}{a-1} (K_{i+1}(i) + K_i(i))^2 \right) t = \frac{n}{d} - \sqrt{d(n-d)}. \]

**Theorem 14.2:** [3], [1] Let \( \mathcal{C} \) be a code of distance \( \delta n \). Its distance profile is bounded above as follows: \( A_{\xi n} \leq \exp(n(\alpha_\xi + o(1))) \), where
\[
\alpha_\xi \leq \begin{cases} 
    h_2(\xi) + h_2(\phi(\delta)) - 1 & \delta \leq \xi \leq 1 - \delta, \\
    -2I(\phi(\delta), \xi) & 1 - \delta \leq \xi \leq 1.
\end{cases}
\]

This bound for large \( \delta \) and \( \xi \) is better than (14.1).

Let us summarize the bounds as follows: There exist sequences of codes of rate \( R \) with distance profile \( \alpha_{0,\omega} = h_2(\omega) - h_2(\delta_{GV}(R)) \); for no sequence of codes of relative distance \( \delta \) the weight profile can exceed the bound of Theorem 14.2.

**Theorem 14.3:** Let \( \mathcal{C} \) be a code with rate \( R \) and relative dual distance \( \delta' \). Let \( \xi_1 = (1/2)(1 - \sqrt{d(2-\delta')}) \) and \( \xi_2 \) be the root of the equation
\[
R = (1 - \delta') h_2 \left( \frac{\phi(\xi) - \delta'/2}{1 - \delta'} \right) + 1 + \xi - h_2(\phi(\xi)),
\]
or 0, whichever is greater. For any \( \xi \in \min(\xi_1, \xi_2), 1/2 \) and sufficiently large \( n \) the distance profile of the code \( \mathcal{C} \) approaches \( \alpha_{0,\xi} \).

**Remark.** Similar results can be obtained for \( \mathcal{J}^n_{\omega} \) and \( \mathcal{J}_2^n \); for \( \mathcal{J}^n \) the dual distance of codes is not well defined.

### 14.2. Lower Bounds

We give an example of results in this direction, proved by Corollary 11.7.

**Theorem 14.4:** [36] Let \( \mathcal{C} \subseteq \mathcal{J}_2^n \) be a code of rate \( R \) and let \( 0 \leq \beta \leq h_2^{-1}(R) \). For sufficiently large \( n \) there exists a value of \( \xi \in [0, \phi(\beta)] \) such that the distance profile of \( \mathcal{C} \) satisfies
\[
\alpha_\xi \geq R - h_2(\beta) - I(\beta, \xi).
\]

The interpretation of this theorem is as follows: For a code of rate \( R \) and any \( s \geq \phi(h_2^{-1}(R)) \) there exists a value \( \xi \) of the relative distance such that the average number of neighbors of a codeword is \( \exp[n(R - h_2(\beta) - I(\beta, \xi))] \) or greater. Note that \( \phi(h_2^{-1}(R)) \) is the value of the distance from Theorem 13.3. Further results in this direction are found in [36], [2].
15. Linear Codes with Many Light Vectors

The results of the previous section do not resolve the following question: do there exist sequences of linear codes whose number of codewords of minimum weight grows exponentially in $n$? It was conjectured in [29] that the answer is negative. This conjecture was disproved in [4], where it is shown that such code families do exist.

**Theorem 15.1:** Let

$$E_q(\delta) := h_2(\delta) - \frac{\log q}{\sqrt{q} - 1} - \log \frac{q}{q - 1}.$$  

Let $q = 2^{2s}, s = 3, 4, \ldots$ be fixed and let $\delta_1 < \delta_2$ be the zeros of $E_q(\delta)$. Then for any $0 < \delta_1 < \delta < \delta_2 < 1/2$ there exists a sequence of binary linear codes $\{C_i, i = 1, 2, \ldots\}$ of length $n = qN, N \to \infty$, and distance $d_i = n\delta/2$ such that

$$\log A_i \geq NE_q(\delta) - o(N).$$

The idea of the proof is as follows. Let $X$ be a (smooth projective absolutely irreducible) curve of genus $g$ over $\mathbb{F}_q$, $q = 2^{2s}$. Let $N = N(X) := gX(\mathbb{F}_q)$ be the number of $\mathbb{F}_q$-rational points of $X$ and suppose that $X$ is such that $N \geq g(\sqrt{q} - 1)$ (e.g., $X$ is a suitable modular curve). The set of $\mathbb{F}_q$-rational effective divisors of degree $a \geq 0$ on $X$ is denoted by $\text{Div}_a^+(X)$. Recall that $\text{Div}_a^+(X)$ is a finite set. For $D \in \text{Div}_a^+(X)$ let $C = C(D)$ be an $[N, K, d(C)]$ geometric Goppa code constructed in a usual way [49]. Then $K \geq a - g + 1$ and $d(C) \geq N - a$.

Note that once $X$ and $a$ are fixed, the estimates of the code parameters given above do not depend on the choice of the divisor $D$. It is conceivable that for some divisors $D$ the code $C(D)$ will have better parameters. That is the case was shown by Vlăduț in 1987 [49]. This result was obtained by computing the average parameters of codes over $\text{Div}_a^+(X)$. The same idea applies to the weight spectrum of the Goppa codes: one can compute the average weight spectrum of the code $C(D), D \in \text{Div}_a^+(X)$, and then prove that there exists a code whose weight spectrum is at least as good as the average value. This code is then concatenated with a binary $[n = q - 1, 2s, q/2]$ simplex code. This results in a binary code whose number of minimum-weight codewords is given in Theorem 15.1.
16. Covering Radius of Linear Codes

The polynomial method can be used to derive bounds on the covering radius of linear codes.

**Theorem 16.1:** [16, p. 230] Let $C$ be a linear code with dual distance $d'$. Let $r$ be an integer and $f(x) = \sum_{i=0}^{n} f_i K_i(x)$ be a polynomial such that $f(i) \leq 0, i = r + 1, \ldots, n$, and

$$f_0 > \sum_{j=d'}^{n} |f_j| A'_j.$$  

Then $r(C) \leq r$.

**Proof:** Let $C$ be a code of size $M$ and $D(x) = C + x$ be the translation of $C$ by a vector $x$ and let $A(x) = (A_i(x), i = 0, 1, \ldots, n)$ be the weight distribution of $D(x)$. Let $A'(x) = (A'_i(x), i = 0, 1, \ldots, n)$ be the MacWilliams transform of the vector $A(x)$:

$$A'(x) = (M)^{-1} A(x) K,$$

where $K$ is the Krawtchouk matrix. Note that the components of $A'(x)$ can be negative.

Also let $C'$ be the dual code of $C$ and $(A'_i, 0 \leq i \leq n)$ be its weight distribution. It is known that for any $x$

$$|A'_i(x)| \leq A'_i \quad (i = 0, \ldots, n).$$

Therefore, compute

$$M^{-1} \sum_{i=0}^{n} f(i) A_i(x) = M^{-1} \sum_{i=0}^{n} \sum_{j=0}^{n} f_j K_j(i) A_i(x)$$

$$= \sum_{j=0}^{n} f_j M^{-1} \sum_{i=0}^{n} A_i(x) K_j(i)$$

$$= \sum_{j=0}^{n} f_j A'_j(x) = f_0 + \sum_{j=d'}^{n} f_j A'_j(x)$$

$$\geq f_0 - \sum_{j=d'}^{n} |f_j| A'_j.$$
If the last expression is positive, then so is the sum $\sum_{i=0}^{n} f(i) A_i(x)$. Further, if $f(i) < 0$ for $i = r + 1, \ldots, n$, then there exists an $i \leq r$ such that (for every $x$) $A_i(x) > 0$, i.e., $r(\mathcal{C}) \leq r$.

Applications of this theorem rely on bounds on the dual weight distribution of a linear code with dual distance $d'$, i.e., of the weight distribution $(A_i)$ of a linear code with distance $d'$. Since $A_i < M(J^n; d')$, any upper bound on the size of a constant weight code can be used to obtain a bound on $r(\mathcal{C})$. Good bounds are obtained if we again take the polynomial $W_i(x)$ (Section 13). Another possibility is to use the results of Section 13 and use asymptotics of its coefficients from Theorem 13.1(iii). These methods yield the best asymptotic upper bounds on $r$ in terms of $\delta'$ currently known (see [1] and references therein).

**Further reading.** In many cases this article provides only a starting point of a large topic in coding and information theory. A lot more information is found in the books and articles referenced in the main text. In addition, the following textbooks or monographs offer a general introduction and more expanded context pertinent to the subjects of this chapter: combinatorial coding theory [5], [38], [50], error exponents [20], [51], algebraic-geometric codes [47], [49], tables of short codes and general reference source [41], covering radius [16], spherical codes and bounds [18], [24], orthogonal polynomials [40], [48].
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