Exam Coverage Chapters 1 – 7, excluding Sections 4.5, 7.5
The list of main topics is below; minor topics related to the main concepts that were covered in the home assignments, in class and in discussions, are also included in the exam.
I.
1. Sets and operations. Venn diagrams.

2. Axioms of probability

3. Conditional probability, total prob. theorem and the Bayes' formula

4. Independent events

5. Conditional independence

6. Binomial and multinomial coefficients

7. Random variables, PMFs.

8. Common discrete RVs: uniform, Bernoulli, binomial, Poisson, geometric, hypergeometric

9. Expectation and variance, also for functions of RVs
10.Multiple RVs; joint and conditional PMFs

II.
1. Continuous random variable, PDFs, CDFs.

2. Expectation and variance.

3. Mixed RVs and their distributions.

4. Functions of continuous RVs.

5. Normal RVs, standard normal RVs, using the table.

6. Conditional expectations, conditional variance.

7. Total expectation theorem, law of iterated expectations.

8. Multiple continuous RVs: joint, conditional, marginal PDFs.

9. Independence. 

10. Moment generating functions (aka transforms).

11. Sums of independent RVs; using transforms and convolutions.

12. Covariance and correlation.

III.

1. The Markov, Chebyshev, and Chernoff inequalities.

2. The weak and strong laws of large numbers.

3. The Central Limit Theorem. The de Moirve – Laplace approximation to the binomial distribution.

4. The Bernoulli process: distribution of # arrivals, interarrival times, kth arrival (Pascal distribution).

5. The Poisson process: distribution of # arrivals, interarrival times, kth arrival (Erlang distribution).

6. Markov chains: definition, classification of states.

7. Steady-state (stationary) distribution.

8. Expected time to first passage and related questions
